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Chapter 1

The Qubit

Quantum theory and Einstein’s general theory of relativity are the two great
fundamental theories of contemporary physics. Between them they provide the
conceptual framework and the mathematical language in which we express all
other theories in physics, and they provide the basic principles to which all
known laws of nature conform. The deeper and more general a theory is, the
further away it tends to be from every day experience, so it’s not surprising that
our deepest theories involve some very unfamiliar counter-intuitive phenomena
not least of which are the phenomena of quantum computation, the subject of
these lectures. But in this first lecture I won’t describe any phenomena, I'll give
an overview of how quantum theory describes the world and physical processes.
And then, I will introduce you to the simplest of all quantum systems, which

is also the centerpiece of quantum computation, the qubit (or quantum bi1ﬂ) 0150

Qubit (= quantum bit)
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Figure 1.1: [...a]nd then I will introduce you to the simplest of all quantum
systems which is also the centerpiece of quantum computation: the qubit [...]

LQubit (= quantum bit).
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Quantum computation isn’t something that existing microchips do even if they
rely on quantum mechanical phenomena. Today’s computersEl don’t count as
quantum computers because their repertoire of computations is still the same
as that of the abstract Universal Turing Machine which was the prototype
of all classical computers devised by the mathematician Alan Turing in 1936.
Quantum computers will be capable of new modes of computation—which

. classical computers are incapable of even in principle.
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Figure 1.2: Quantum computation isn’t something that existing microchips do.

The equations that predict the outcomes of quantum mechanical experiments
are all uncontroversial, but what the underlying explanation is, what’s hap-
)o.oe Pening physically to bring about those outcomes, is still very controversial.
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Figure 1.3: The various rival explanations are called interpretations |...]

The various rival explanations are called interpretations of quantum theory.

2The year is 2006, same year that the book by Dasgupta, Papadimitriou and Vazirani is
finished and published by McGraw Hill Education.



The one I'll be using sounds like science-fiction—at first—it was proposed by
Hugh Everett (in 1957) and it’s called the Many-Universes Interpretation. It
says that the Universe, the space we see around us with all the galaxies and
stars and matter doesn’t constitute the whole [of] reality. In fact, it’s just a
small slice of physical reality as a whole, where there are among other things
vast numbers of coexisting universes similar to ours. If you are new to this idea

Figure 1.4: In fact, it’s just a small slice of physical reality as a whole [...].

and skeptical—that’s good—Dbut I ask you to go along with it for the purpose
of learning the theory. In the course of that I expect to persuade you that
this very fruitful way of understanding quantum theory makes sense, in fact
that it’s the only way that makes sense. Anyway, if there are many universes
we need a new word to denote physical reality as a whole. And that word is,
instead of Universe: Multiverse.

Figure 1.5: [...] we need a new word to denote physical reality as a whole.

Our Universe then is to some approximation a self-contained entity within
the Multiverse. This approximation is called Classical Physics (pre-Quantum
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6 CHAPTER 1. THE QUBIT

Physics), and in computational theory it’s called Classical Computation (that
is to say, Turing-type computation). As we’ll see Turing’s theory is a complete
model for computations that happen within individual universes. The quantum
theory of computation is the full theory which has the Multiverse as its arena.

Classical Physics: The
approximation'in which universes
are self-contained (don't affect
ach other).

-

“Classical & Turing)r€omputations:
Computations in which universes
don't affect €achiother

.
Figure 1.6: Turing’s theory is a complete model for computations that happen
within individual universes. The quantum theory [...] is the full theory.

Figure 1.7: [I|n reality physical objects aren’t confined to just one universe
[...] every object in one universe has counterparts in a range of other universes
[that] can behave differently from each other and can affect each other.

In many physical phenomena, especially on the microscopic scales, the clas-
sical approximation just breaks down because in reality physical objects aren’t
confined to just one universe, they have a certain extension across the multi-
verse or, to put that in another way, every object in one universe has counter-
parts in a range of other universes and these counterparts can behave differently
from each other and they can affect each other. Such effects are called quan-



tum interference. They constitute our evidence of the existence of a reality
beyond our universe. Under certain circumstances they permit fundamentally
new modes of information processing which we call: quantum computation and
quantum communication.

= Quantum
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Figure 1.8: [O]ur evidence of the existence of a reality beyond our universe.

The theory of computation was originally conceived of as a branch of pure
mathematics. It has been incorporated into physics via the quantum theory of
computation which is now the theory of computation. The previous abstract
theory developed by Turing and others lives on only as the classical approx-
imation though as I said that’s good enough to describe what all computers
currently on the market do.

Figure 1.9: With the benefit of hindsight we can see that [...]

With the benefit of hindsight we can see that the theory of computation al-
ways did have a lot in common conceptually with Physics. When a computer

06:39



8 CHAPTER 1. THE QUBIT

performs a computation it starts with some input information which it modi-
fies according to definite rules which are characteristic of the hardware of that
computer. So the output depends on the input and on the rules by which the
computer operates. A physical system is roughly speaking some part of Nature
that could in principle be experimented on, such as this.

Figure 1.10: A physical system is roughly speaking [...] such as this.

Physical systems undergo motion or change in other words we can pick any two
times and say that the system has changed from an initial state to a final state
between those two times according to laws of motion—which are the laws of
physics as specialized to that system.
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Figure 1.11: The system and the measuring instrument interact [via] the laws
of Physics which makes the measuring instrument display the outcome [...].

Experiment and measurement are just forms of motion. They involve both
a system we're experimenting on and some measuring instrument or observer.



We find the system in an initial state or we prepare it in some way and we

prepare a measuring instrument. The system and the measuring instrument

then interact according to the laws of Physics which makes the measuring
instrument display the outcome of the experiment. You can see that everything
in the left-hand column here is a special case of the corresponding thing on
the right. But you can also think of that the other way around: any final

state contains information about the system’s initial state and about what it
happened to it since. So the motion of any physical system, because it obeys
definite laws, can be regarded as information processing.

Figure 1.12: [T]he motion of any physical system [is] information processing.

Figure 1.13: The central idea of computer science is [...] a degree of freedom.

In this first lecture I’'m going to describe the simplest of all quantum physical
systems: the qubit (short for quantum bit). To do that I first have to explain
how physical systems are described in quantum theory. The central idea of
computer science is that of a computational variable or memory location, a
place where information can be stored at one time and perhaps processed and
later retrieved. Classical physics has a very similar concept to that, a degree of

09:38
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freedom. The degrees of freedom of a classical system are the real numbers that
specify its configuration, for instance, a point particle would have three degrees
of freedom, because three real numbers are necessary to specify its position in
space at a given instant. In quantum physics the closest thing to a degree of
freedom is an observable.

Figure 1.14: In quantum physics the closest thing to [that] is an observable.

Just as in classical physics, any attribute of a physical system that could
in principle be prepared with a value that could in principle be measured is
a quantum observable—but a quantum observable can’t be summed up as a
mere number like the value of a degree of freedom at a given time there’s a
lot more to it than that and it takes a while to get to grips with this concept.
The word observable might even be misleading since what we see of a physical
object is part of a larger object extending across many universes. A quantum
observable refers to what we see and its counterparts in other universes and it
contains information about the structure of the multiversal object.

Figure 1.15: So [this] angle is in fact a quantum observable.

So, the angle between these two rods, which would be deemed a degree of
freedom if this system were described in classical physics is in fact a quantum
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observable. This protractor is a measuring instrument that can be used either
to prepare that observable with a given value or to measure its value to some

degree of accuracy. Let me call that observable ©(t). I will always use this hat
symbol (or caret) for observables to stress that they are not numbersﬂ

W

Figure 1.16: Let me call that observable: \hat{\Theta}(t)

Table 1.1: In quantum theory each observable X is associated with a set of [...]
distinct labels called the spectrum of X and [...] written like this: Sp(X(¢)).

For each memory location in a computer there’s a finite set of possible
values that can be stored in it. For instance, one bit can hold two possible
values, a byte (consisting of eight bits) can hold any one of 28 (or 256) different
values. In quantum theory similarly each observable X is associated with a set
of possible ways (1, x2, ...) in which it could be prepared and which could

31f T were to measure the angle at time ¢ and the outcome was, say, 37 degrees it would
still be quite false to write é(t) = 37 because the left hand side of the “equality” is an
observable (it refers to the whole multiversal object in many universes) while the right hand
side is a number (representing a certain dimension, in this case degrees) and it refers to just
the universe in which the outcome was 37. Strictly speaking the measuring instrument also
includes the light which I used to align the protractor with the rods. That’s because for
any measurement to work something has to be affected by the physical system in question
and in this case it’s light that’s affected by the rods and then by the protractor and carries
information about them to my eyels].
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later be distinguished from each other by measuring X. Each of these ways
of preparing X or possible outcomes of measuring X is given a distinct label,
which is a real number. This set of labels is called the spectrum of X and it’s
written like this: Sp(X (¢)). For example the spectrum of the angle © measured
in degrees might be the set of all real numbers between say 10 degrees and 170
degrees, so:

Sp(©) = {x € R|10 < z < 170}

Now that’s quite a big set in terms of number of members it has uncountably
many members. No real experiment could prepare © with an arbitrary value
in that set or measure precisely what it was. What we could really measure is
something like the angle between the rods rounded down to the nearest degree
at time ¢. Let’s call that observable & (\hat{\Phi}). Its spectrum is a discrete
set, not a continuum—it’s the integers from 10 to 170:

Sp(®) = {x € Z|10 < 2 < 170}

Figure 1.17: Many quantum observables have a discrete spectrum [...].

Many quantum observables have a discrete spectrum from the outset, they are
not approximations to anything continuous at all. That’s what gave quantum
theory its nameﬂ Notice that a physical system has to be envisaged as having
two contrasting properties. On the one hand it can undergo motion, including
being experimented on and measured—it can undergo changes over time—
but on the other hand for the very idea of a physical system that changes to
make sense it must retain its identity over time which means that it has some
characteristics that remain invariant and identifiable throughout any possible
change. This angle (see Figure on the next page) can change with time
but the fact that the system has an angle observable, that it’s defined in a
certain way in terms of these rods, is an invariant feature of the system. If

4Quantum means discrete chunk.
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this were disassembled into components it might still be possible to define ©
and to measure it but ultimately if the object were melted down, say, it could
become physically impossible to identify which atom was which and then ©

would definitely no longer exist, and nor would this physical system. os

Figure 1.18: This angle can change with time [...].

To some extent it’s arbitrary where we draw the line between a physical system
having merely changed its configuration and having ceased to exist. But what’s
important is that in quantum physics it’s always possible to analyze phenomena
in terms of physical systems that undergo changes and interactions with other
systems but nevertheless retain their identity over time because some things
about them remain invariant. In particular: what observables they have, how

they can be measured, and what their spectra are. -_

Figure 1.19: What else is invariant?

What else is invariant? Well—the system’s laws of motion. It’s actual motion
can be different on different occasions but the laws that determine how the
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system behaves in isolation or how it would behave under any given external
circumstances these two are invariant features of a physical system. Let me
call that which is invariant about the physical system its constitution. Its static
constitution is all its invariant characteristics apart from laws of motion and
its dynamics are its laws of motion. To complete the description of a quantum
physical system we need to specify a third thing, namely its state—what it’s
actually doing during a particular experiment in all the universes in which it
exists. In classical physics the analog of specifying the state would be specifying
which trajectory the system is on. So, in the quantum case the state specifies
which of its trajectories in the multiverse the whole multiversal object is on.

Specifying.the State of
a quantum system...
|

...means specifying Wihich of its
possible multiverse-trajectories
it is on,

Table 1.2: In the quantum case the state specifies which of its trajectories in
the multiverse the whole multiversal object is on. [... T]he state is timeless.

The H lseémber ‘ tate
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Table 1.3: In this sense of the word “state” the state of a system doesn’t change.

In this sense of the word (state) the state of a system doesn’t change. Quantum
observables change under the laws of motion but the state is timeless. This sort
of state is known as the Heisenberg state of the system. I am just telling you
that in case you come across an alternative way of specifying what a quantum
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system is doing, called the Schrédinger state, which does change with time. I'll
be using the Schriodinger state a lot in later lectures but for the moment by state
I mean the constant Heisenberg state. In a moment I'll tell you how to specify
all three things: the static constitution of a system, its laws of motion and its
Heisenberg state, but first some more about observables. We can express the
relationship that I defined between the observables © and ® like this:

&(t) = floor(O(t))
Now floor : R — Z is the function that takes any real number to the nearest
integer less than or equal to it. Since this function is initially defined for
real numbers we have to be careful about what we mean by applying it to an
observable. This brings us to our first encounter with the algebra of observables.

(7/5( E) = Fhor /é i

Table 1.4: This brings us to our first encounter with the algebra of observables.

Given any observable, say X (t) and any function f that’s defined for every ele-
ment in the spectrum of X (let’s say f : {1, x2,...,2,} — ...) quantum theory
says that there exists anothe observable f(X(t)) whose spectrum consists of
elements which are f of elements in the spectrum of X (¢):

{f(xl)a f(‘rQ)a 8] f(xn)}

Okay, this is the spectrum of f(X(t)) but what is f(X(t)) physically? Well,
given a way of measuring X (t) there are guaranteed to be at least two ways of
measuring f(X(¢)):

e One way is to measure X (¢) and then to compute the function f of the
outcomd?] of that measurement.

e Another way of measuring the observable f(X (t)) would be to relabel
the measuring instrument that’s used to measure X ().

S5For example we can multiply X (t) by a real number, say A, and get another observable
AX (t) whose spectrum consists of A times elements in the spectrum of X (¢).

6That whole operation of measuring X (t) and then performing that computation consti-
tutes a measurement of the observable f(X(t)).

20:29
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Table 1.5: For example, if we took this protractor and relabeled it |...]

For example, if we took this protractor and relabeled it so that where it now
says 10, 20, 30, and so on, we would write 20, 40, 60 and so on, then the act
of lining up that protractor with these rods, and reading off the number on
that scale would constitute measuring the observable 2&(t) instead of ®(t). In
general, there are also other ways of measuring the observable f(X(t)) that
don’t involve X (t) at all, for instance, my measurement of ®(¢) here certainly
does not involve first measuring @(t) and then rounding the outcome to the
nearest integer, nor does it involve recalibrating an instrument that measures
O(t) [in fact] my whole reasoning for introducing ®(¢) was that there just isn’t
an instrument that’s capable of literally measuring O(t).

Table 1.6: Now let g : R — {1} be a function that maps |...]

Now let g : R — {1} be the function that maps any real number z € R to a

constant, say, 1. Consider the observable g(X). Its spectrum just contains a
single element Sp(g(X)) = {1} and therefore to measure g(X) you don’t even
have to do an experiment all you have to do is write down “the outcome was

17. We call this trivial observable “the unit observable” and write 1 instead



17

of g(X) thus Sp(i) = {1}. Similarly A times the unit observable where A is
any real number must be another trivial observable the one where the only
possible outcome of measuring it is A: Sp(A1) = {A\}. I said that the spectrum
of an observable is part of the system’s invariant identity. We can express
this invariance in an algebraic way. Let the values in the spectrum of some
observable X (t) be x1, 2, and so on, up to .

SP(X(t)) = {xlv T2y oeey mn}
These values don’t change with time. Consider this function
Piz—o(z—x1)(x—a2) ... (x—xp)

This is a polynomial. It will have an expansion, like this (the degree n of the
polynomial is the same as the number of elements in the spectrum of X):

P(z) =ao+ a1z + ... + apz”

Now since P is a function that’s defined for all elements of the spectrum of X ,

[as] in fact it’s defined for all real numbers, P(X (¢)) must be an observable and
it’s easy to find out what observable it is if we first work out its spectrum.

p— "

ol A

i
xJ ...-{"' l.)

a

B« ("“J("
Rix)? RS

Table 1.7: This is a polynomial. It will have an expansion, like this [...]

The elements of the spectrum are P(z1) and P(z3) and so on up to P(z,) and
those values are all zero, because whenever (the little) x is in the spectrum
there is a term in this product that’s zero so the spectrum of P(X(t)) only
contains one element, namely 0 (zero):

Sp(P(X(t)) = {0}

Measure it and you will always get the outcome 0 (zero) and therefore P(X ())
itself must be 0 times the unit observable which we also write as just 0:

P(X(t)=0-1=0

26:50
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So, although the observable X itself changes with time we found an algebraic
equation that it satisfies at all times. Let me write it down explicitly:

aol +ar X(t) + ... +an(X(t)" =0

Therefore this algebraic statement about X (t) is a statement about the static
constitution of the quantum system that X (t) belongs to. And here’s a general
truth about quantum systems: every algebraic relation among observables at
one time is true of the same observables at every other time too and so it’s
part of the static constitution of the system. In fact the set of all true algebraic
relations among observables at any one time defines the static constitution of
the system so suppose you found an algebraic equation that related some of
the observables of the system at time ¢ say f(A(t), B(t),...) = 0 then no matter
how much the system may change or interact with other systems—so long as it
remains in existence at all-—quantum theory says that its observables will only
change in ways that keep that equation, and all such equations, true. The set
of all true algebraic equations among the observables of a system, is called the
algebra of the observables.

3 (60) W\ ¢ 1
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Table 1.8: Static constitution: the algebra of the observables at any one time.

The algebra of the observables at any one time, like this: f(A(t), B(t),...) = 0
is what specifies the system’s static constitution. The algebraic relationships
between observables at different times specify the system’s dynamics, or laws
of motion. These can usually be summarized as differential equations in other
words algebraic relationships between observables at infinitesimally different
times. So, in summary, the whole constitution of a quantum system is defined
by the whole algebra of its observables including observables at different times.
What about the state? To specify the state of a quantum system you have
to specify a function called the Expectation-Value Function that maps each
observable X (t) to a real number called its expectation value and Writte

(X(®)

7“the expectation value of the observable X(t), or the expectation value of X at time ¢
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Quantum theory places certain constraints on this function namely:

(a) that the expectation value of an observable is never lower than the lowest
element in its spectrum and never higher than the highest element, and

(b) that the expectation-value function has to be a linear function.

We write the first condition as follows:
min(Sp(X(t))) < (X(t)) < max(Sp(X(t)))

The other condition is that it has to be a linear function, so: .

(X +u¥) = A(X) + p(T)

The average outcome of a measurement,
finkt8ly] many-trhes.

Table 1.10: [...] let me give an indication of what expectation values mean.

I’ll give an example of an expectation-value function in a moment, but first let
me give an indication of what expectation values mean. If you do an exper-

iment you're doing it in a range of universes. You, and the system, and the S—
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measuring instrument are all multiversal objects. In general, all the outcomes
in the spectrum of X actually occur in different universes. Therefore, it is
in general impossible to predict a specific outcome for a measurement, that’s
where expectation values come in. They are what quantum theory makes pre-
dictions about. For instance, suppose that you perform the same experiment
repeatedly. What’s meant by the “same experiment”? Well, you keep prepar-
ing the system in the same way again and again and on each occasion you
measure X at a time ¢ later. Then the average of all the outcomes of all those
measurements tends towards the expectation value of X (). In the limit of
an infinite sequence of preparations and measurements the average outcome
would be exactly the expectation value of X (t). That’s one rough and ready
operational meaning of the expectation value. Another rough and ready op-
erational meaning is this: suppose you make many copies of the system. And
prepare them all in identical ways. And then measure X and its counterparts
in the copies then the average outcome tends to the expectation value of X as
the number of copies tends to infinity. These meanings cease to be operational
meanings as soon as you insert the qualification “infinitely”. But they cease
to be strictly true if you leave it out. Well, the real meaning of the expecta-
tion value is that it’s the average value of X over a region of the multiverse,
the region where the system is prepared and measured in the given way. But
I'm getting ahead of myself. In due course I'll explain what a region of the
multiverse is and how one averages over it and how that relates to these more
operational meanings of the expectation value of an observable.

IX Mechiani

Theleigenvalues of the'matrix §

N constitlifesthe speggrum of the
» OBSEfURDCY ik W

Table 1.11: Historically, the first formulation of [...] Quantum Theory [...]

Historically, the first formulation of what we would today call Quantum Theory
was proposed by Werner Heisenberg with the help of Max Born and Pascual
Jordan in 1925. It was called Matrix Mechanics because in it each observable is
represented by a Hermitian matrix (check the accompanying notes if you want
a summary of the basic properties of Hermitian matrices. The eigenvalues of
the matrix (which are real numbers) constitute the spectrum of the observable
represented by the matrix. We're going to be using a lot of matrices but it’s
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important to keep at the back of your mind that it’s not the matrices but the
algebra of the matrices (the algebra of the observables) that defines a phys-
ical system. If we found any set of matrices that satisfy the same algebraic
relationships as the observables of a given physical system then those matrices
would do as a description of the constitution of the system. So there’s a lot of
freedom to choose quite different sets of matrices to describe the same physical
system. One constraint is that all the matrices representing observables of a
given system must have the same dimension otherwise we couldn’t add and
subtract them and do arithmetic with them as I described. For each physical
system there’s a minimum dimension of matrix required and that’s determined
by the largest spectrum that any [... observa]bl(ﬂ whose spectrum has n ele-
ments then the matrix representing that observable has n different eigenvalues
so it must be at least an n x n matrix. Furthermore not only is every observable
of the system represented by an n x n Hermitian matrix, every such matrix
represents an observable of the system.

So, that’s how Quantum Theory describes the world.

Now, what is the simplest possible quantum physical system?

In classical computation the simplest possible memory location is one that
can hold either one of exactly two values: that’s called a bit. Considered as
a variable a bit is co]... ]thingﬂ like a degree of freedom that has only two
possible values though such things don’t fit comfortably into the scheme of
classical dynamics, which is based on continuously varying degrees of freedom.
The simplest possible quantum observable is a boolean observable, defined as
an observable with exactly two eigenvalues.

|

s v
1
e

Bo'olea@ ObseRgble:

!

An,ofiservaRléawith exactly
Wtvo eigepvalues

Table 1.12: The simplest quantum observable is the boolean observable.

Any observable simpler than that having only one eigenvalue would be trivial; it
would be a multiple of the unit observable. Every physical system has boolean
observables for instance whether O is less than 90 degrees or greater than or

equal to 90 degrees is a boolean observable, it’s the observable floor(%)

8Five second gap in video at 0:37:20.
9Eight second gap in video at 0:38:20.
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22 CHAPTER 1. THE QUBIT

whose eigenvalue 0 (zero) stands for less than 90 and 1 (one) stands for greater
than or equal to 90. The fact that an observable has exactly two eigenval-
ues is physically much more significant than what those eigenvalues actually
are. Remember that the eigenvalues are just labels for possible outcomes of
measurements (and we can always relabel those) so for any observable say X
with eigenvalues a and b (so, {a,b}) there exists another observable of the
form aX + A1 that has any other two eigenvalues we like and measuring that
observable isn’t going to be much different from measuring X.

So, consider any physical system, let’s say S and let’s choose a boolean ob-
servable of S, call it Z(t) that has eigenvalues +1 (that turns out to be slightly
more elegant for our purposes than choosing 1 and 0). Now, measuring Z (t)
has only those two possible outcomes. We could measure it by first measuring
some more complicated observable of S and then evaluating some function of
the outcome, that ranges over plus and minus 1, but usually there are easier
and more direct ways of measuring Z(t) which involve ignoring most of S in
other words we need only interact with a subsystem of S in which case Z (t) is
an observable of that sub-system.

How simple could that sub-system be? In other words, what’s the simplest
kind of physical system that could hold one bit of information?

Qubit

/”f— s -
K ) Minimal physical system.

Physical system, each of whose
non-trivial observables is
Boolean.

Table 1.13: [A]ny physical system that has Z(t) as an observable also has [...]
and that’s the minimum [...]. [A] physical system with that property, that every
one of its non-trivial observables is a boolean observable is called a Qubit.

Well, if Z(t) is represented by a certain matrix it has to be at least a 2 x 2
matrix because it must have exactly two eigenvalues. Then, as I've said, every
other Hermitian matrix of the same dimension also represents an observable of
the same system. So we know that any physical system that has A (t) as an
observable also has a whole continuum of other observables, one for every 2 x 2
Hermitian matrix. And that’s the minimum set of observables that a physical
system can have. Every 2 x 2 matrix has either one or two distinct eigenvalues
and therefore every observable of this minimal type of physical system is either
a boolean observable or a multiple of the unit observable. A physical system
with that property, that every one of its non-trivial observables is a boolean
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observable is called a Qubit. Bear in mind the difference between a qubit, a
boolean observable and a bit. A bit (classical) is a degree of freedom, that
can take one of two possible values. A boolean observable is the quantum
generalization of that—in any one Universe it resembles a bit, but it can take
two different values simultaneously in different universes. A qubit is a physical
system—a minimal physical system that contains boolean observables and I'll
describe several such systems in future lectures.

i

Bit: (Classical) degree of
freedom that can take.one of i L
two possible values: z 10

Boolean Observable: Quantum

observable whose spectrum
contains-exactly two elements.
Qubit: Minimal:(quantum);physical
System.

Table 1.14: Now consider a qubit at a given time, say, t = 0.

Now consider a qubit at a given timdﬂ say, t = 0. This qubit will have many
boolean observables. Let’s pick one that has eigenvalues +1 and is represented

by a diagonal matrix. Let’s call that observable 7z = (01 (1)> Now I'll

define a state that this qubit could be in, during some experiment. To do that,
remember, I have to specify a function on the set of all its observables which
means on all 2 X 2 Hermitian matrices.

/"j-c\»;." mb\\:a
\/ [x" <(b* C//

Table 1.15: And this is the function I'll specify |...]

And this is the function I'll specify: the expectation value of a, b, b*, ¢ [the
2 x 2 matrix with elements read left to right and from top down] equals just a.

(2=

10We won’t consider other times so I can drop the t.

13:16

44:31
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In other words, the expectation value of any observable is the top left element
of the matrix representing that observable in this state that I defined.

If you look at the worked examples for this lecture you can verify that this
function has all the properties that I specified for expectation value functions
and therefore that it specifies a possible state. So, what does this tell us about
what’s happening to our qubit? Well, what’s happening to its observable Z?

Well, the expectation value of 7 is —1. So, for instance, if we repeated
the whole experiment many times, repeated it including the initial preparation
and everything, then the average value of all the outcomes would be —1. OK,
but look at the spectrum of Z. It only contains the values —1 and 1. So each
individual outcome must be one of those two values. And so, if the average over
many outcomes is —1 it follows that every single outcome must in fact be —1
therefore in this case we don’t have to bother with repeating the experiment
many times we don’t have to set up an ensemble of identically prepared copies
of the system we don’t have to worry about what’s happening in other universes
quantum theory predicts that the outcome of a measurement of Z will be —1.

e %
ShaE % or
S E 5»\ 7 b\> L
el &
'3 ‘ bq- C
Table 1.16: [...] then the observable is said to be sharp in that state.

In a given state when an observable has this property—that if it were measured
the same outcome would occur in all universes—[then| the observable is said to
be sharp in that state. Now let’s think about measuring a different observable
of the same qubit at time 0 (zero). Let’s say this one:

s 0 1

(1)
So we can read off the expectation value (that’s the top left corner: the ex-
pectation value of X is zero) so if we make many copies of this experiment
measuring X the average value of the outcome will be 0 (zero). Same with
repeating it many times, same is true with the average value over all the uni-
verses in which X is measured. No particular outcome will be 0 (zero) though.
That’s because, as you can verify in the worked examples the eigenvalues of

X are also +1 so each outcome will be either +1 or —1. And if their average
is going to tend to 0 (zero) well you can see that half of them will have to be
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+1 and the other one —1 in the long run and this translates to a probabilistic

prediction: the probability of each of these two outcomes is %

p O
=1 = e ! -
- (O ?) ik Uncertainty Principle
X
P
Sh & b\> = Not all the observables of'a
<(b. : quantum system can be sharp

simultan

Table 1.17: Z was sharp, X isn’t, and that’s no accident.

So, the observable X is not sharp in fact it’s as far from being sharp in this
state as a boolean observable can get. 7 was sharp, X isn’t, and that’s no
accident. There’s a principle of quantum mechanics called rather misleadingly,
the Uncertainty Principle, which says that not all the observables of a quantum
system (at a given instant) can be sharp simultaneously. If some of them
are, others will notEl be. Heisenberg introduced a quantitative version of this
principle which is named after him: the Heisenberg Uncertainty Principle.

Figure 1.20: I hope you’re beginning to see a qubit is a seriously weird thing.

In this lecture you’ve seen how quantum systems are described in terms of
observables, which are matrices, and states, which are real-valued functions of
matrices. And in particular, you’ve seen the simplest type of quantum system,
the qubit, described in that way. I hope you are beginning to see that a qubit is
a seriously weird thing. I haven’t even discussed any actual experiments yet or
told you about any phenomena by which quantum theory is tested and which

1You can prove this for yourself from the properties of expectation values (again, see the
worked examples).
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provides quantum computation with its power. But suppose the theory is true.
Here we have an entity, the qubit, that’s literally not of this universe. If we try
to pin it down, if we prepare it carefully so that a particular boolean observable
is sharp and has the same value in all the universes in which we measure it
then other observables of the same qubit cease to be sharp, there’s no way we
can make the qubit as a whole homogeneous across universes. It’s an unequiv-
ocally multiversal object []IEl Every boolean observable is part of a qubit and
every question of whether something measurable is so or not, is in reality a
boolean observable, and therefore the complete answer to such a question is
not in reality just one of those yes/no values, not even both of them in parallel,
but a quantum observable—something that can be represented as a matrix.
Even as you measure one of those observables and perceive one of those eigen-
values as “the outcome” the other outcomes are generically also present in the
wider reality and are affecting each other. What we perceive to some degree
of approximation as a world of single-valued variables is actually something
much larger and richer corresponding to a great algebra in which there is a
matrix whenever we perceive a variable. Yet despite this rich structure there’s
an overall unity and simplicity to the quantum world. The complete descrip-
tion of the essence of a physical system reduces to its characteristic algebra.
The complete specification of what the system is doing across the multiverse
and over time is a certain function defined on the elements of that algebra.
It’s a beautiful theory, but more
to the point it’s how the world
is. You and I are collections of
not just particles at particular
positions at each instant but of
matrices—walking around, per-
forming measurements, perceiv-
ing the world and ourselves. You
may not want to be a bunch of
matrices—I quite like the idea.
But either way we have no choice.
If we want to understand the
physical world at the deepest
level currently known to human
beings it has to be via quantum
theory. I hope you want to do
that—and I hope you’ll join me in the subsequent lectures of these serieﬁ

12Five second gap at 50:09 in video.
13Video ends at 52:28
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Table 2.1: In this lecture I will use that theory of observables and expectation
values to analyze the archetypal quantum phenomenon [...] of [...] Interference.

In the last lecture I gave an overview of how physical systems in general
are described in quantum theory via entities called observables which can be
represented by matrices and via expectation-value functions that map observ-
ables to real numbers. I also told you about the simplest kind of observables,
boolean observables, which are those whose spectrum contains exactly two ele-
ments, and I told you about the simplest kind of quantum system, the qubit, a
physical system all [of] whose non-trivial observables are boolean. But I didn’t
describe any phenomena. In this lecture I will use that theory of observables
and expectation values to analyze the archetypal quantum phenomenon, that
of Quantum Interference. It can be defined as a phenomenon in which an eas-
ily measurable observable is first sharp, and then becomes unsharp, and then
becomes sharp again. To put that in parallel universes terms an interference
phenomenon is one in which the observed outcome depends on what has been
happening in more than one Universe.

Quantum interference can be demonstrated in a classic set of experiments
involving a single qubit. In the case I'll describe, the qubit is a subsystem of
a single photon, or particle of light. What I mean by a subsystem of a single

27
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photon is that only some of the observables of the photon are involved. And
these observables evolve independently of all the others during these experi-
ments. So it’s permissible to regard them as constituting a physical system in
their own right.

Our qubit is a subsystem
of a single photon.

In these experiments the observables

of the qubit evolve independently
of the photon's other observables.

Table 2.2: The single qubit experiment I'm going to describe |...]

Like all experiments, this one can be regarded as a computation on a single
qubit. Now, a classical computer with only a single bit of memory couldn’t
do very much. In fact, there are exactly four possible computations that one
can do with a single bit: set it to one value, set it to its other possible value,
flip the value (that’s the NOT computation), or leave it alone (that’s the “null”
computation). Or does any sequence of those, though the net effect of any

_ sequence would still be the same as one of those four.

That’s classical computations, but a single qubit already allows for quite a
variety of quantum computations. Some of them are useful as computations,
some of them are interesting in the theory of quantum computation, and some
of them are interesting as physical processes. The single qubit experiment I'm
going to describe has a bit of all three.

Now I'll specify a qubit within an individual photon using the method I
introduced in the previous lecture—namely, I’ll pick a boolean observable of
the photon, and then I'll define our qubit as the minimal physical system
containing that boolean observable.

The observable in question is: which of two particular directions the photon
is traveling in. We’ll make sure that in this experiment, it never does travel in
any direction other than very close to one or other of these two directions. So,
measuring which one it is, we’re measuring a boolean observable. And I'll call
that observable “Z-hat” with eigenvalues plus and minus one standing for the
two possible directions of travel.

Here’s a sourceEl of photons; a laser. Here are some of them streaming out
of it. About 3 times ten to the 15 of them per second, in fact. If we make
this beam a meter long, lets say, well, the speed of light is about 3 x 108%, SO

1See picture on the next page.
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at any one instant there would be about 10 to the 7, or 10 million, photons
present in the beam.

Our qubit is based on a Boolean observable
Z(f)
of a single photon. Its eigenvalues

x1

correspond to which of two paths the
photon is travelling on at time /.

Table 2.3: Here’s a source of photons: a laser.

im
“—>

3x10%%s! I
e ¢ ¢ o 0 0 0 0 0 0 00 e e o 0

¢~ 3x108 ms!

Table 2.4: Here are some of the[ photons], streaming out.

If we want to experiment on one photon at a time, we put a dark filter in
front of the laser which absorbs most of the photons. If the filter reduced the
intensity of the light by a factor of 10 million, then there’d be only one photon
at a time on average on this meter long path. In the actual experiment I'm
going to show you in a moment, we're going to make the intensity even lower
than that. So the effective distance between successive photons entering the
apparatus will be not one meter but about 35 meters.

Table 2.5: This is the quantum optics lab [...]

This is the quantum optics lab where the experiment’s going to be done.

06:04

06:42
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Table 2.6: This is Manuel and this is Ehran.

Table 2.7: This is a source of photons, it’s a laser [...].

This is Manuel, and this is Ehran. This is a source of photons, it’s a laser, and
it’s emitting about 5 mW in the form of photons here. Now we want to do this
experiment on one photon at a time. So we pass the beam through dark filters
which consist of glass with embedded metal in it. There’s one of them.

Table 2.8: There’s one of them [...] then the light passes [...] into this [...]

And then the light passes into this fiber optic cable, around here, and into this,
past this dark filter whose effect you can see here, making the beam far too
weak for the naked eye to see. The net effect of these filters is to attenuate
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the beam by a factor of 10 to the 10, so that, here, there are only 10 to the 6
photons entering the apparatus per second: one per microsecond.

I said that a photon is a particle. What I mean is that in a single universe
it has many of the properties that particles would have in classical physics. For
instance, the photons here are moving through space at a constant speed in a
straight line, just as Newton’s laws would require, or actually a very slightly
curved line because of gravity. And here they are bouncing off a barrier with
a neat specular reflection that the conservation laws of classical mechanics
would predict. Crossing two beams shows that to the extent that they resem-
ble classical particles, photons must be really tiny—point particles to a good
approximation. Because the beams just don’t notice each other. Even with
10 to the 15th odd photons passing by each other every second here, we don’t
notice any absorption or deflection out of the beam through collisions.

Table 2.9: T said that the photon is a particle [...] What I mean is that [...]

But we’ll see in a moment that in other ways they don’t resemble classical
particles and they’re not located at just one point. We could verify that none of
them is deflected by putting a sensitive photon detector like this one somewhere
outside the two beams.

Table 2.10: [...] a sensitive photon detector, like this one [...]

This is a solid state photon detector. If a photon goes in here, it creates a
small electric current which is then amplified and can be displayed on an oscil-
loscope. So in an experiment involving only one photon, this device measures
a boolean observable; does the photon strike a given location where we put

08:05
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the detector or not? Incidentally, this is a destructive sort of measurement.
The photon, including the qubit we are interested in, is always destroyed in
the course of detecting its presence with this device. That’s a limitation that
won’t matter in these experiments, but in future lectures when I discuss more
sophisticated quantum computations, we’ll need qubits that remain in exis-
tence after each computational step so that they can participate in subsequent
steps. So we can only use this device as the last step of a computation: reading
the output. It wouldn’t do as an internal component of a quantum computer.

=
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Table 2.11: Here’s the key component [... i]t’s called a beam splitter [...]

But this device would. Here’s the key component in the little one-qubit quan-
tum computer we are going to build. It’s called a beam splitter.

/ /

Beam Spilitter Beam Spilitter

Table 2.12: What happens is, that in half [of] the universes it |...]

When a photon with a sharp direction of motion strikes it, its direction of
motion becomes unsharp. What happens is that in half the universes it just
carries on straight through, and in the other half it bounces off as if from a
mirror. It turns out that it can do the reverse of that too.

a a a a /
Table 2.13: Then |[...] its direction of motion is sharp again.

If we were to put ordinary mirrors here and here to reflect the photon back the
way it came, whichever way that was in each universe then, after it strikes the
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beam splitter again, its direction of motion is sharp again. Let me just remind
you that this isn’t a case of two photons merging or becoming alike. This is
a case of a single photon whose direction of motion is not sharp, striking the
beam splitter and its direction of motion becoming sharp again. So the beam
splitter is also a beam joiner. That phenomenon of an unsharp direction of
motion becoming sharp is our quantum interference phenomenon.

Both parts of the photon that have traveled on different paths in different
universes participate in the final interference process. How can we tell? Well if
we were to remove one of the mirrors so that whenever the photon takes this
path, it never returns, then the photon never would become sharp. In fact, it
would end up with a three fold unsharpness going in that direction in some
universes and then the beam splitter would have nothing to join so in other
universes it would end up going in this direction and in others in that direction.

Wis,on at time,t’

Table 2.14: We start with a photon, we pass it through a beam splitter [...]

If we want to experiment on a single qubit we have to keep things simpler than
that. A qubit has only boolean observables. So we have to make sure that
none of the observables of the system or subsystem that we are investigating,
ever take on more than two values at a time. So the basic form of all the single
qubit experiments that I'm going to describe is this. We start with a photon,
we pass it through a beam splitter after which it’s travelling on two paths.
We define a boolean observable of the photon as being which of the two paths
it’s traveling on. Then, using the method I introduced in the previous lecture,
we’ll define our qubit as the minimal physical system containing that boolean
observable. I'll call that observable “Z-hat” with spectrum plus or minus one,
the eigenvalue minus one standing for one path and plus one for the other.
Since Zzt) has spectrum =1, it will be represented by a Hermitian matrix
which may change with time but always in such a way that its eigenvalues are
plus or minus one. To give a full description of the qubit and what happens
to it in these experiments, we need to specify as always three things. Its static
constitution, which is what its observables are and what the algebra is at any
one time; the dynamics is how the observables change with time—remember,
they change in such a way as to keep their algebra at any given time constant;
and the state, which means how the system is programmed—how it is prepared
on a particular occasion. And that is all summed up in the expectation value
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Table 2.15: There’s a nice way of working with [...]

So, static constitution first. AsIindicated last time, the set of all observables of
a qubit at any one instant has the same algebra as the set of all 2 x 2 Hermitian
matrices. Now, that algebra is most straightforwardly represented by 2 x 2
Hermitian matrices. But there are higher dimensional matrix representations
of the same algebra—and it turns out that in most experiments we’d have to
use one of thoseﬂ Anyway, for our present purposes it’s sufficient to represent
the observables of our qubit as 2 x 2 matrices. There’s a nice way of working
with 2 x 2 Hermitian matrices, and more generally 2™ x 2™ ones as well where
we don’t have to bother getting our hands dirty with the actual components,
the complex numbers. Instead we use four fixed standard Hermitian matrices,
namely the unit matrix I, and three other matrices known as the Pauli matrices:
0z, 0y and o,. Every 2 x 2 Hermitian matrix can be expressed as a linear
combination with real coefficients of these four matrices.

0,2=0,2=0.2=]

0,0,=I0. 0,0,=-i0. ;
St e {I,crr.c\,.o_l
0,0,=i0y | 0,0,==i0, ‘ ATTY K
0.0y =io). 0,0, =—ioy
Table 2.16: [...] That’s all encoded in these formulae.

Here are some more properties of Pauli matrices. First, you can easily verify
that the eigenvalues of a Pauli matrix are 1. And that the square of each

2There’s a simple reason for that which I'll get to in the next lecture.
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Pauli matrix, therefore, is the unit matrix.

Another property: 0,0, = i0, and the other two cyclic permutations of
that. And also the Hermitian conjugates of those three: o,0, = —ic, and so
on. These formulae completely define the algebra of 2 x 2 Hermitian matrices,
in the sense that if we express matrices as linear combinations of these, we
don’t need to know the rules for adding or multiplying matrices or finding their
inverses. That’s all encoded in these formulae. So, I'll express the observables
of our qubit in terms of Pauli matrices. By the way, Pauli matrices are often
called the Pauli spin matrices because they are useful in the quantum mechanics
of spin and rotation. But nothing in today’s experiment has anything to do
with spin or rotation. Nowadays when I think of Pauli matrices I don’t think
of spin, I think of qubits.

X2 = Y20 = 22n)=1

X Y0 = iZ() | Y X@) = -iZ()

el YO 20) - iXE) | 20)90) = -iX()
1-1 Z(0)=0, ZEO)X@) = i) | X@) Z@) = -i¥()
Z0)=0, X(0)=0
?(0)=0y
Table 2.17: [... FJrom this [...] we [...] know what their algebra is at any time.

Well, now I can tell you the matrix representation of the observable “Z-hat”
that I've defined. “Z-hat” is represented at time 0 by the matrix .. And the
unit observable, “one-hat”, is as always represented by the 2 x 2 unit matrix I.
These equal signs should really be “is represented by” not “equals”, but we save
ourselves a lot of useless mathematical baggage if we gloss over that difference
when we are doing calculations. Now, all the other 2 x 2 Hermitian matrices
also represent observables of the qubit at time zero, or at any other time, but
in particular at time zero. So, there is an observable whose representation at
time zero is o,. I'll call that observable “X-hat”. And I'll call the observable
represented by o, at time zero: “Y-hat”. What are “X-hat” and “Y-hat”
physically? It will become clear in the course of this analysis what they are,
how one would measure them. But from this definition we already know what
their algebra is at any time. Since X, Y and Z have the same algebra as the
Pauli matrices at time zero, and since the algebra of observables is an invariant
feature of any quantum system, they must have the same algebra at any other
time ¢ as well. So, for instance, X (t) squared must just equal 1 and the same
for Y and Z. And X (t) [times] Y () equals I [times] Z(¢) and so on. All other
observables must be linear combinations of X (¢), Y (t) and the unit observable,
with real coefficients. And the coefficients must not change with time. You
can check the worked examples to verify that.

17:34

Let A(r) be an arbitrary
observable of a qubit. Then

A(t) = col+egX(r)+ca¥(t)+c3Z(t),

where ¢, €1, €, C3 are constants.
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Well, next, I'll specify the state of our qubit. As I said, we are going to start
each of these experiments by shining the laser at the beam splitter in the Z
equals +1 direction. So at time zero, Z is sharp with a value plus 1. And
so it’s expectation value must be 1. In terms of matrices, that just says the
expectation value of o, is 1. And in that way we define the expectation value
function for matrices as well as observables. You'll see in the worked examples
that it follows from this that the expectation value of o, and the expectation
value of o, are both zero. And as always, we have that the expectation value
of the unit observable is one. So the expectation value of the unit matrix I
is one as well. Since we can express any observable of the qubit as a linear
combination of Pauli matrices, and since the expectation value function is a
linear function, we can use these formulae to find the expectation value of any
observable at any time. So I’ve completely specified the state of the qubit. Note
that these formulae refer to one particular state, the one with Z initially sharp
with the value plus one. They’re not inherent properties of Pauli matrices; in

I different state these expectation values would be different.

- A , (o)1
£=0 2(0))-1 ¢

S A A R
e (0:)= il

Table 2.18: So I've completely specified the state of the qubit.

Okay, now the dynamics. The dynamics are the laws of motion of all the qubit’s
observables. If we think of the apparatus as a quantum computer, with our
qubit as its sole working register, the laws of motion are the rules defining what
the computer does step by step to an arbitrary single qubit input.

t=0 t=1 Effect of beam splitter:

2(t+1)=X()
: / / Yt+1)=Y(@)
X(t+1)=-2(t)
ie+1=i@)

Table 2.19: As in classical computation |...]

Well the first thing that happens is that the photon passes through the beam
splitter. As in classical computation, it’s convenient to analyze computations
as proceeding in steps, each of which is a relatively simple computation. For
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present purposes, we are not interested in what happens during the operation;
only in its net effect on observables. So, here’s the law of motion in that sense
for the photon, or for the qubit, passing through a beam splitteIEHﬂ

Effect of beam splitter: Effect of beam splitter: Effect of beam splitter:
2(t+1)=X() 2t +1)=X(t) 2(t+1)=X(t)
Yt+1)=Y() Yt+1)=Y(@) Yt+1)=Y@)
X(t+1)=-2(t) X(t+1)=-2(t) X(t+1)=-2(t)
ie+1)=1@) ie+1)=1@) it+1)=1@)

Table 2.20: So here’s the law of motion in that sense [...]

So, “Z-hat” of 1 we said was equal to “X-hat” of zero, which equals o,. And so
the expectation value of “Z-hat” of 1 equals the expectation value of o, which
I said earlier is zero.

2(t+1)=Xt) 2(t+1)=X(t) 2(t+1)=X(t) 2(t+1)=X(t)
= 20 = 21)=X0)=0, =  ZD=X0O)=0, = Z1=X0O)=0,
= (20)=(%O)=(oy) = (20)=(XO)=(o,)
=0

Table 2.21: So Z(t) at time ¢ = 1 is no longer sharp.

So, Z at time 1 is no longer sharp. Its expectation value goes to zero which
means physically that the photon goes straight through on path plus one in
half the universes, and bounces back on path minus one in the other half.

25:

/s /S / /oy .77
o oy J s R

+1

Table 2.22: [N]ext the photon bounces off an ordinary mirror, on either path.

Okay, next the photon bounces off an ordinary mirror, on either path. And you
can see what that does, the operation of bouncing off either of these mirrors is

34Z-hat” at t+ 1 equals “X-hat” at ¢; “Y-hat” at t + 1 equals “Y-hat” at ¢; and “X-hat”
at t 4+ 1 equals minus “Z-hat” at ¢t. The unit observable of course never changes.

4By taking linear combinations of these, we can determine the law of motion for any
observable of the qubit.
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just the quantum generalization of the simplest single bit classical operation,
namely the NOT operation—converting minus one to plus one, and vice versa.

Effect of the mirrors: Effect of the mirrors: Effect of the mirrors: Effect of the mirrors:
2t+1)=-2(t) 2t+1)=-2(@t) 2(t+1)=-2(t) 2t+1)=-2(t)
Yt +1)=Y@) Yt +1)=Yt) Yt +1)=Yt) Ya+1)=Y(@)
X(t+1)=-X(t) X(t+1)=-X(t) X(t+1)=-X(t) R(t+1)=-X(t)
lr+1)=im) ie+1)=i@) ir+1)=i@) ir+1)=1a)

Table 2.23: The law of motion for the NOT operation.

The law of motion for the NoT operatiorﬂ “Z-hat” of t+1 equals, as you’d ex-
pect, minus “Z-hat” of ¢, and “Y-hat” of t+1 equals “Y-hat” of ¢, and “X-hat”
of t+1 equals minus “X-hat” of . In general, I’d have to describe the dynamics
of one further elementary operation before I could describe the experiment as
a whole. It’s simply the operation of the photon traveling unimpeded for a
certain distance in a straight line, in between bits of apparatus.

Travelling a distance d: Travelling a distance d: Travelling a distance d:
2t +dfe)=2t) 2t +dfe)=2(t) 2t+dfe)=2t)
Y(t +dfc)=cosxd ) V(1) -sinrdfMX(r) Y(t+dfc)=cosud/M) ¥ (1) -sin@ud/M)X(t) Yt +dfe)= Yt
Kt +dfc) = cosudhX(1)+sind/M) V(1) Kt +dfc)=cosudMX(t)+sinrd/M) V(1) Kt +dfe)=X(t)
(A is a constant wavelength) (M is a constant wavelength) (d is a multiple of )

Table 2.24: To make the calculation easy I'm going to pretend [...]

Well, the observables change periodically with distance. So, to make the cal-
culation easy, I'm going to pretend that all the distances travelled are a whole
number of periods - a whole number of wavelengths, so that our whole qubit
will remain unchanged in between mirrors.

/ % / » .
1 /t=0/ 51 t=1/ 1 r:Z/ <1 ‘_1 /tzs‘/,
s/ S s / A

Table 2.25: Now, here’s the experiment.

Now, here’s the experiment. It starts at time zero, with the photon entering
the apparatus traveling in the plus one direction. It strikes a beam splitter, and

5I’m just telling you this by fiat, just as I did for the beam splitter.
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we’ll call some instant after that time one. So at time one, it’s traveling in these
two different directions, plus one and minus one, in different universes. Then,
regardless of which of those directions it’s travelling in it strikes an ordinary
mirror, and that brings us to time 2. And then, again regardless of its direction
of motion, it again strikes the beam splitter from which there are two possible
directions of exit—again, plus one and minus one. Finally, at time three, the
photon enters of one or other of two photon detectors which together constitute

27:59
an instrument for measuring the boolean observable Z.
%X v 2
0 |oy o, o
beam splitter
2(+1)=X(t)
Yt +1)=Y(t)
X(t+1)=-2(t)
le+1)=i0)
Table 2.26: Let’s use quantum theory |[...] to predict [...]
Let’s use quantum theory and the quantum mechanical description I've given
of the qubit to predict the outcome of this measurement. Now, at time ¢t = 0,
the observable “X-hat” is represented by o,, and the observable “Y-hat” of
zero is oy, and the observable “Z-hat” is represented by o.
1 XV Z ! XORVANZ ! XONVANZ 1 X
0 o, o, o, 0 o, o, o, 0 o, o, 0. 0 o, o,
beam splitter beam splitter beam splitter beam splitter
1 -0, Oy O 1 -0, 0, o, 25 -0. Oy O, i -0. o,
2+1)=X(t) 2(+1)=X(t) mirers miers
Y+1)=Y) Y +1)=Y)
- - N N 20+1)=-20)
X(t+1)=-2(1) X(t+1)=-2(1) Yes)= 0
ie+1)=i0) ie+=im 1 1--X0)

Table 2.27: [...] according to [...] the beam splitter.

Now, the first thing that happens is that our photon strikes the beam splitter.
And so, what happens to X, Y, and Z? Well by time 1 it will have hit the
beam splitter, and so the observables of the qubit will have changed according
to the formulae that I have given for the effect of the beam splitter. So, we
can read off “X-hat” of 1 equals minus “Z-hat” of 0, which equals —o, and,
similarly, for “Y-hat” of 1 and “Z-hat” of 1. Well, then the photon strikes the
mirrors. And the effect is the NOT operation according to the[se] formulae I
gave. From which, we read off the observables at time 2. Finally, the photon
hits the second beam splitter and again we can read off “X-hat” of 3 equals
minus “Z-hat” of 2, which makes it o,, and so on. It turns out that all the
observables of the qubit at time 3 are the same as they were initially at time
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zero. In particular, Z(3) equals Z(0). And so Z(3) is also sharp. So finally, the
photon is travelling only in the plus one direction and there’s our prediction.

1 XONYO L t XONC 2 1 X X £
0 oy 0y o, 0 oy o, o, 0 oy O, 0.
beam splitter beam splitter beam splitter
1 -0, oy O 1 -0, Oy O 1 -0, Oy Oy
mirrors mirrors mirrors

2 6, 6, -0y 2 0, Oy -0y 2 0. Oy -0y
20+ 1)=-21) beam splitter beam splitter
Y(t+1)=Y(r) 3 o, o, o, 3 o, 0, ©
X+ 1)--X(t) g

Table 2.28: It turns out that all the observables [...] at time ¢t =3 [...]

. Remember, there’s only one photon participating in this experiment. Consider
the moment just before it strikes the second beam splitter. In different universes
it’s coming from different directions. But just consider the universes it’s coming
along here, let’s say in the North direction. It’s approaching the beam splitter.

v /{ i s T/ 4
d

. / e A /

Table 2.29: In this experiment, the photon necessarily |...]

And usually when a photon is approaching a beam splitter it goes through in
half of the universes and bounces off in the other half. So usually, if we observe
what happens, half the time we detect that it’s passed straight through.

</ AN A e
a4 v v @

Table 2.30: [...] the net effect is that in all the universes |[...]

Not in this experiment.

In this experiment, the photon necessarily takes a sharp right turn and is
never observed to pass straight through. And similarly, in universes where the
photon is approaching from the eastward direction it ignores the possibility of
being reflected and just passes straight through. And the net effect is that in
all the universes in which the experiment is done, the photon is observed at
the East detector and never at the North detector.
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Now I'll show you this experiment in action.

Before I do, I better explain a detail that might be confusing otherwise. The
experimentalists like to use the same physical beam splitter for both ends of
the experiment. That way they don’t have to bother with finding two of them
with precisely matched properties and making them exactly parallel to each
other and so on. It’s hard enough aligning everything as it is. They eliminate
the need for one of the beam splitters by slightly changing the geometry like
this. Now, this is still the plus 1 direction and this is the minus 1 direction
for Z and there are the two corresponding detectors. And our prediction again
is that all the photons will come out here in this detector and none in[to] this
one.

Table 2.31: They eliminate the need for one of the beam splitters [...]

And when we do the experiment that’s exactly what we see.

Table 2.32: And [...] that’s exactly what we see.

Each spike here on the oscilloscope represents one photon. The upper trace,
the yellow one, is from the detector at the plus 1 position, and the lower trace
(the green one) from the minus one position. The few stray spikes here on the
minus one trace are due to various imperfections in the apparatus, especially
the detector.

What is it that has made the photon in the universes where it approaches
the beam splitter northwards turn right? It is the presence of its counterparts
in the other universes striking the same point at the same time going East.
And we can verify that because if we put an opaque barrier on the eastward
path, and let some photons come through, certainly both detectors will be
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firing; open up this path again, [and] the North detector goes quiet. Close it
off again, and the photons again start reaching the North detector.

s e s Vs e
SN A v e

Table 2.33: [...] if we put an opaque barrier |...]

11701 209

1o-3398

Table 2.34: [...] barrier [...] open up path [...] close it off [...]

Now, let’s consider this whole process as a computation.

| B | B! | B | B | B

Table 2.35: In this experiment, the photon necessarily |...]

The input was 1 (one). The computation as a whole consisted of three elemen-
tary computations:

e the middle one was a NOT operation.
e the outer two were the samd?] as each other

And the output was again 1 (one). And you can see from here that the whole
computation is an elaborate way of performing the unit operation, otherwise
known as doing nothing at all—is that an interesting computation?

6Let me call it B for “beam splitter”.



43

Yes, because just look at what happened here: we performed B followed by
NoT followed by B, and the result is the unit operation. So, B, [dot], NOT,
[dot], B, equals unit operation. “[dot]” here just means performed after. It’s
easy to prove that there is no classical computation using just one bit with this
property—no computation such that if you perform it then flip the value of the
bit then perform it again, the value of the bit will be unchanged. So B is an ex-
ample of an elementary computation—an elementary quantum computation—
that has no classical analogue. B also has an inverse which formally you can
see from herd’} is the square root of NOT. I'll show you in later lectures that
this isn’t just a manner of speaking. In quantum computation, NOT really does
have a square root. Many of the new modes of computation that quantum
computers are capable of make use of the root of NOT.

OaVaVaOa®

Table 2.36: B also has an inverse which formally [...] is vVNOT

In this experiment, we only ever measured Z. How would we measure X or Y7

36:37

Or the qubit’s other observables? We’ve already seen the answer—there. o

Effect of beam splitter: Effect of beam splitter:
Z(t) . .
A Boolean observable. 2(t+1)=X(1) 2(t+1)=X@)
‘Which of two paths the photon Yt+1)=Y(t) Yt +1)=Y@)
is on at time t' N N N N

X(t+1)=-Z(t) X(t+1)=-Z(t)

ie+1=iw) ir+1)=1)

Table 2.37: B also has an inverse which formally [...] is VNOT

Look at the effect of beam splitter: Z(1) = X(0) So if we measure Z at
time 1 (one), that’s the same as measuring X at time 0 (zero). So, the act
of passing a photon through a beam splitter and then measuring Z amounts

"B~1 =+/NOT
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to a measurement of X. So, the beam splitter followed by the two detectors
constitute a measuring instrument for measuring X.

s
This measures X

These measure 2 | Thesemeasure 2

/- /- L /

Table 2.38: Look at the effect of [the] beam splitter.

Here again I've been making the simplifying assumption that our qubit observ-
ables don’t change spontaneously with time.
But they do, according to this:

38:03

Travelling a distance d:

2t +dfc)=21)
Y(t +dfc) = cos(2rdfh) Y (1) - sin(rd/MX(r)
X(t +dfe) = cos(2xdMX (1) +sinnd/h) Y (1)

() is a constant wavelength)

Table 2.39: [...] and in the lab the fine adjustments always |[...]

Don’t worry about the details, but it follows from this that if we slightly change
the path lengths in one of these experiments, and in the lab the fine adjustments
always involve doing that anyway, we can easily convert an instrument from
measuring X into one for measuring Y.

That’s how to measure Y. But you may still be wondering “what is Y.
In the sense that Z is the boolean observable for whether the particular photon
is traveling in a particular direction. What is the boolean observable Y? Well,
I could answer “Y is the boolean observable for which of the two directions the
photon would travel in if it first passed through a certain beam splitter.”

Here we are coming up against the fact that since quantum systems are far
richer that everyday language and intuition are adapted to describing, there
isn’t always a satisfactory terminology for describing quantum systems in ev-
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eryday language. There’s a lot more to be said on this issue, but it would take
us far beyond the scope of this lecture.

You’ll see in the worked examples that similar methods using phase shifts
as well as mirrors and beam splitters allow us to measure any of the other
observables of the qubit in a similar way. Note that in the general case where
the observable being measured is not sharp, we have to make sure that all the
instances of the photon in all universes strike a beam splitter, say, at the same
moment at the same spot from their two possible directions. Otherwise the
photon will be on four possible paths. And the observable for which path it is
on is no longer boolean, and so we are no longer talking about a qubit.

I described this as a single qubit experiment. But to perform it we did need
other physical systems aside from the qubit itself. For start, the photon has
other subsystems, with observables such as its polarization, or components of
its velocity in directions that we made sure it never traveled in. Another phys-
ical system we used was the laser to generate the photon. And then the filter
to make sure that only one photon at a time was in the apparatus. And then
there were the mirrors and the beam splitters. These are all physical systems
involving vast numbers of atoms. And even larger numbers of observables, all
engaged in intricate interactions. This experiment was carefully arranged so
that the net effect of all those interactions on the qubit during the computation
could be expressed as a law of motion for the qubit alone. For reasons that
I’ll explain next time, this would not have been possible, for instance, with the
detectors. As I've said, that didn’t matter in this experiment because we are
not interested in what happens to the photon after its 7 observable has been
measured at the end of the experiment. But to understand experiments involv-
ing repeated measurements of the same quantum systems within a quantum
computation, we need a quantum analysis of the measurement process.

And that’s what the next lecture will be about.

11:48
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Table 2.40: On to the next chapter: “The Quantum Theory of Measurement”.



Chapter 3

Measurement

Today, I'm going to talk about the Quantum Theory of Measurement.

Measurement is an important type of quantum computation. It’s also, of
course, what links quantum theory with experiment. But, for historical reasons,
unfortunately, the quantum theory of measurement also plays a prominent role
in what we could call the quantum mechanics folklore: the informal misunder-
standings of quantum physics that range from careless remarks in textbooks
through bad philosophy, and all the way down to complete nonsense.

Quantum Mechanics Folklore
= The Mystery of Measurement

s Spooky

« Consciousness

» Non-Locality

* Measurements inherently irreversible

Table 3.1: [...] for historical reasons, unfortunately |...]

You may have heard that the measurement process in quantum theory is
deeply mysterious and spooky. That it has a special role for the conscious
observer. You may have heard that when you make a measurement in one
place, there’s an instantaneous effect on quantum systems in a different place.
You may have heard that measurements are inherently irreversible processes,
even though the laws of motion in fundamental physics are all reversible.

As you’'ll see in this lecture and later lectures, none of that is true. In
fact, quantum measurement theory is pretty well understood and has been a
powerful tool for understanding quantum physics. Nowadays, it’s part of the

47
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quantum theory of computation. The most elementary, but important, thing
to understand about measurements, is that they are physical processes that we
understand using the same theory and laws of physics as we do for all other
physical processes.

A measurement is a process in which one physical system, a measuring
instrument, interacts with another physical system that is being measured and
some observable of the measuring instrument is affected by some observable of
the system being measured, and ends up ideally having the same value. Let’s
confine our attention for the moment to the useful idealization of a perfect
measurement. We can define a perfect measurement process by the effect it
has when the observable being measured is sharp—has a single value.

Measurement
Perfect Measurement
A physical process in which

one physical system + Defined by its effect when the
(2 measuring instrument) interacts observable being measured Is sharp

with another physical system

in such a way that « Its outcome Is then the value of

that observable
an observable of the first system comes to
depend on an observable of the second. « It leaves that value unchanged
(Ideally they become equal.)

Table 3.2: Let’s confine our attention for the moment to [...]

First, the outcome of a perfect measurement of a sharp observable is the value
of that observable. And second, at the end of the measurement, the observable
being measured is still sharp with the same value it had before. So, a perfect
measurement records sharp values accurately and leaves them unchanged. The
simplest possible measurement is the measurement of a boolean observable,
where the outcome is stored in the second boolean observable.

Let’s think about that first in the case of a classical computation. Let’s
make it a reversible classical computation, partly to substantiate what I said
just now about measurement not being inherently irreversible. But mainly
because in fact, classical reversible computations are a special case of quantum
computation. Imagine that we have a single bit that we are going to measure.
And the bit has an unknown value that is either plus one or minus one. Call
that unknown value a, And we have a second bit somewhere in an apparatus,
in which we want to record a copy of the value in the first bit. The second bit
is called the target bit. So the target bit has to end up with the value a. And
the bit being measured has to keep the value a.

Considered as a computation, perfect measurement is a process of faithfully
copying information, so that where there was one copy of the sharp value of
the observable, there are now two: the second one being in the measuring
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apparatus. As far as the definition of a perfect measurement is concerned, we
are not interested in what the initial value of the target bit was, so long as the
final value is a. But in a reversible computation, different inputs must always
produce different outputs. So it follows that if the computation only involves
those two bits, it can only be a perfect measurement for one initial value of the
target bit—Ilet’s say for the value +1.

o a
- ]

O
——9

Table 3.3: As far as the definition of a perfect measurement is concerned |...]

So it’s not a perfect measurement when the target bit starts at —1. What does
happen if it’s —1 depends on the law of motion. And one interesting law of
motion is that of a very useful operation called “Controlled NoT”. The ordinary
NOT operation is the single bit, or single qubit operation, that figured in the
interference experiment I discussed last time. It flips +1 to —1 and vice versa.

[/ /i s /iy
% s s/

06:31

Table 3.4: The ordinary NOT operation is the [...] single qubit operation [...]

Controlled NOT means flip the value of the target bit only if the first bit is
—1. The first bit is now called the control bit. If the control bit is +1, the
target bit remains unaffected. So, we can summarize this controlled NOT op-
eration like this: if the input values of the control and target bits are a and b,
then the outputs are a and ab. A computer like this that performs a simple
computation on a fixed number of bits, and completes it in a fixed time, is
called a computational gate, also known as a logic gate. And in this case it’s
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a reversible logic gate because it’s performing a reversible computation—the
controlled NOT operation.

Table 3.5: A computer like this [...] is called [...]

Let me just summarize some of the ways in which we can think about what
the controlled NoT gate does. First of all, if b = +1, then considering it as
a physical process it’s a perfect measurement. The first bit starts with an
unknown value, a, and the second bit ends up holding the measured value of
the first bit, which would also be a. Second, considered as a computation, if
b = +1, then the process copies information. The information a, which starts
out in only one of the bits, ends up in both of them.

08:20

‘Controlled Not’

A possible law of motion for
two bits (or qubits) ... a

a a a a L " -
... the “control bit’ and the ‘target bit". o—r—0 *— o ab= axorb
¥ xor —e
It flips the target bit if and only if cnot b
the control bit is -1. b=+1 a b ab

Table 3.6: And, as I said, like all classical reversible gates]...]

Third, for an arbitrary b, well, that’s the controlled NOT operation: the target
bit is flipped if and only if the control bit is —1. And a fourth interpretation,
this gate is a reversible version of the classical exclusive or gate. If we consider
+1 as standing for false and —1 as for true, then a times b is the same thing as
the exclusive oR of a and b. And the target bit ends up as the exclusive or of
the two inputs. And as I said, like all classical reversible gates, the controlled
NOT gate has a quantum implementation that works on two qubits instead of
two bits—that’s the quantum controlled NOT gate.

In some implementations, there’s a physical object you can identify as the
gate. As with the mirror in the interference experiment last time, which was
the NOT gate, and the beam splitter which was a fractional power of NOT. But
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speaking more precisely, the computational gate is not the object that makes
the process happen, but the dynamical process itself that is undergone by the
qubit or qubits that physically realizes a rule that defines each output in terms
of the inputs, and nothing else.

10:49
Qubit 1
)?(I) )7(,) ?(,) 1 .i\:r».hn.k:u_l
N N N [,\‘HJ )'an iZ2(1)
[X:(t)‘ )/:(f)]=lza(l) [)':H km]wi‘m
A quantum gate... t=0 t=1 Y, A =" 2, S| =i¥)
Is a physical process whose - [Y(’ )' Z([ )] - le(l ) l . J
Pl i clgmsaach sk 4 . N . 5
gEE:ism terms of the inpus 22 : cnot [Z(f)i Xw(f) ] = [Yy([ ) [

Qubit 2

K0 Yo, 240, 1
[\'_m, )_,m}. iZA1)
[)-'m /.‘III]-—li‘lH‘I
[7.111. \"\.t::}' A)"‘ul

Table 3.7: So, as in the one-qubit interference experiment |...]

Now, to describe the quantum physical system consisting of two qubits passing
through a quantum controlled NOT gate, we are going to make the Z observable
of the control qubit control the Z observable of the target qubit. To describe
that quantum system, I have to tell you as always the static constitution, the
dynamics, and on each particular occasion when the experiment is done, the
state which summarizes how the qubits were prepared as the input. Now I'll
start as usual, with the static constitution. For this, I have to tell you the
algebra of all the observables at any one time, which will then be the same as
the algebra at any other time because the algebra summarizes the time invariant
features of a quantum system. So, here we have a two-qubit quantum system.
We already know what the algebra of the observables of either one of the two
qubits is. Because that algebra is itself an invariant—it’s the same for all qubits
and regardless of what interactions the qubit happens to be undergoing. So, as
in the one-qubit interference experiment, the first qubit will have observables
X, Y and Z which have the same algebra as the Pauli matrices, together with
the unit observable, and linear combinations of those with constant coefficients.
Let me call these observables X 1, Yl and Z 1 now, where the suffix-es indicate
that they are observables of qubit number 1 (one), the controlled qubit of
the quantum controlled NOT gate. We don’t have to put a suffix on the unit
observable, because as you will remember the unit observable can be measured
without even referring to the system it is an observable of. The second qubit,
the target qubit, will have different observables, X 2, ?2, 22 and so on, but
they will also have the Pauli algebra.

Now, I have to specify all the additional algebraic relations that may hold
involving observables from both qubits. And here’s a universal rule that de-
fines the algebra of any composite quantum system given the algebra of its
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constituent systems. It just says that the observables of different quantum
systems commute with each other. That is to say that if A; is an observable
of one system and B> is an observable of another, then A; - By equals Bs - A;.

Qubit 1 Qubit 2 Qubit 1 Qubit 2 Qubit 1 Qubit 2
K. ¥, 2. 1 Xodr), Yon). 2401 X0, ¥, 2,1 Ror), Pin), 24n. 1 X, ¥, 24, 1 Xodr), Vo). 240, 1
(X, ¥in]=iZa) [0, Y40 | =i 41) (X0, Fn]=izm [£0. V] =iZz40) (X, Y] =iZa) (X0, Yo ] =iZ4n)
[)"m. /‘(I)J-:.\":n [}",Hl, 7_.m]=f‘i'_u| [l"m, Zu)]-:_i‘u: [)‘:lll, 7,!1;]::\'_1!: [)"m. )tl)J-:.\"m [)‘:HI, 7_,t.')]=r‘\"_11|
[Zus. A\.'Ullll)-ll) [7_11). \";ul}w)"_u) [Ztl). _‘-{U:J-t)'lr) [7_11), Q-:,,I],,y.“, [Zm. .\.(IIJ-I).IH [7_1:), \"v,ul}f:)"_u)
~ A~ ~ A A A
[Z(0).X(0)]=7 [Z(n.X0]=0 [A0).B1)]=0)

Table 3.8: And here’s a universal rule that defines the algebra of [...]

I told you last time that 2 x 2 matrix representations of a qubit algebra wouldn’t
always be enough. Here’s why: This [entire] set of algebraic relations (for both
qubit 1 and qubit 2) can’t be faithfully represented by 2 x 2 matrices. This set
(for just qubit 1) by itself can, and so can this set (for qubit 2). But because
this computation relation (between Ay and 32) for the combined system has
to be represented as well, qubits 1 and 2 can’t use the same set of matrices.
Take Z, for instance: it has to commute for every observable of qubit 1. But
the only 2 x 2 matrices that commute with every 2 x 2 matrix are multiples of
the unit matrix. And Z 2 can’t be represented by a multiple of the unit matrix
because it’s a boolean observable—it has to have 2 distinct eigenvalues and
multiples of the unit matrix only have one eigenvalue.

Qubit 1 Qubit 2 Qubit 1 Qubit 2
Xm. ¥, zm. 1 Xdn), YA, Zyn). 1 X ¥, zmn 1 X0, K0, 240, 1
(K. ¥n]=iZw) (%00, 40 ] =20 (&0 Fin]=izm [0 FAn ] =izgny
[P 2] =i% ) [P0, 7_.([)]-:“'1” [Yo. Zin ] =ik [Ya0 /'m]‘:\'_m
[Zm, .\"u)]-;)“ln [[u). \‘-;IVI}*I):_JI) [Zu). .ﬂu:J-t)'ln [fm_ i'm]—‘)'u;

u
[A(0).B4n]=0 [A().B4n]=0

Table 3.9: And here’s a universal rule that defines the algebra of |...]

So, there is no 2 x 2 matrix representation of this algebra as a whole. The
simplest representation turns out to be a 4 X 4 representation. And the way it
is constructed applies to any two quantum systems, not just a pair of qubits,
that you want to consider as a single system. It uses the tensor product of
matrices. The tensor product of two matrices of dimensions m and n is an
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n-dimensional matrix consisting of all possible products of pairs of elements,
one from the first matrix, and one from the second, like this:

a b ((/
(¢d qh)

aiib]
clchid]

ae  daf be

ag ah  be

Ot cf de

ce ch de

hf
bh

df
dh

Table 3.10: The tensor product of two matrices |...]

That ® symbol denotes the tensor product. So the tensor product of a pair of
2 x 2 matrices is a matrix of all 16 possible products consisting of an element
of the first matrix multiplied by an element of the second. You can verify in
the worked examples that the tensor product of two Hermitian matrices is a

Hermitian matrix. So the tensor product of two observables, one from each
system, is an observable of the combined system.

What observable is it? Well, if you have two systems, and A is a matrix
representing an observable of System 1 by itself, and Bi is a matrix representing
System 2 by itself, then the tensor product of A cross B is an observable you
measure by measuring A on the first system and B on the second, and then
multiplying the result together.

A®B AXB = B®A
4] il _
System 1 System 2 System 1 System 2 System 1 System 2

16:42

Table 3.11: Well, if you have two systems |[...]

You can verify that the tensor product operation is associative, but it’s not
commutative. In other words, A cross B is not the same as B cross A. You
can also verify that the tensor product has the following property with regard
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to ordinary matrix multiplication: A cross B times C cross D equals A [times]

C cross B [times] D. Now, it follows from all that, that using the tensor

18:04
’ product we can make a 4 x 4 representation of the algebra of observables of
qubit 1 (one) as follows: just multiply each matrix of any 2 X 2 representation
by the 2 x 2 unit matrix on the right. These are now 4 x 4 matrices.
2x2 representation 2x2 representation 2x2 representation
X;(0)= 0, X1(0)= 0,®I X1(0)= 0,®1
Y1(0)= 0, ¥;(0) = 0,®I ¥1(0)= 0,®1
71(0)=o. 71(0)= 0.®]I 71(0)=0.®]I
Table 3.12: Now it follows from all that |[...]
And because of this propertyEl, it’s easy to show that they do indeed represent
the standard algebra for one qubit. For qubit 2 (two), we can do a similar
thing, this time multiplying by the unit matrix on the left.
4x4 H_’plt;‘;l:ll[dll()ﬂ 44 ".'DH:‘-SL’”ltlUU"
,\n'l(O)—ﬂ\ ®1 “:'2(0)=I® a3,
0 =0,®1 ¥0)=I®a,
4x4 representation 4x4 representation 21(0) = 0. ®1 22(0) =I® 0.
X2(0)=I®G'\. X2(0)=I® o,
5 5 £1(0F(0) = (o, @I)I® 0, )= 0,&0,
f(0)=1® 0, %(0)=180, A s Bl
. ) . : Y(0)X1(0)=(I®0, )0, ®])=0,&0,
Z0)=1® 0, Z(0)=I®o0.
Table 3.13: For qubit 2 (two) we can do a similar thing |[...]
They too form a 4 x 4 representation of the standard algebra of a single qubit.
And, the object of the exercise: any observable of the first qubit commutes
with any observable of the second. For instance, X1Y 5 at time 0 (zero) is o,
cross 1 (one) times one cross o, which equals o, cross o, and, taking the other
way around, YoX, equals I ® o, times o, ® I which also equals 0, ® o,.
004 By the way, like in the single qubit 2 x 2 case, we need never work with

the actual components of these matrices. Every 4 x 4 Hermitian matrix can be

LA B)(C ® D) = (AC)®(BD)
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expressed as a linear combination of tensor products of the form sigma cross
sigma, and sigma ® I (one) and I ® o, and I ® I, which is the 4 X 4 unit matrix.

Every 4x4 Hermitian matrix
is a linear combination, with
real coefficients, of these
16 matrices:

Table 3.14: By the way [...] we need never work with |[...]

So again, we can just express all 4 x 4 matrices, and so all observables in
terms of Pauli matrices and do all matrix arithmetic in terms of the algebra
of Pauli matrices. So, I've told you the static constitution of a pair of qubits,
which would be the same for any two-qubit gate. Now, the dynamics of the
controlled NOT gate in particular. As usual, we will imagine that it performs
its operation in one unit of time—one computational step. For the moment, we
are considering the gate as an elementary quantum computation so we are not
interested in its internal workings, we are only interested in how the output
depends on the input. So, for present purposes, the dynamics of the gate
just means how the observables at time 1 after the gate has acted depend on
the observables at time 0. Well, the dynamics of a controlled NOT gate are
defined by a set of equations, most of whose details are not relevant for present
purposes, but I'll put them on the screen anyway just so I can point out the
highlights that are relevant.

Dynamics of a Controlled-Not Gate
£,(0) %1(1) X1l = X1(0)X5(0)
)'jl()J._ @ hd K = RO)X;0)

{'_]|0) cnot ?llll fﬁﬂl» E /:1(0>
X;(0) X Xoh) = X500
15(0) ] —® ¥o(1) Y1) = Z,(0)Y>(0)
7210) Zytll Z(1) = £(0)2,(0)

Table 3.15: [...] the dynamics of a controlled NoT gate |...]

These six equations tell us how six representative observables change—three
of them from one qubit and three from the other. We don’t have to list the
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unit observable exclusively because it never changes. Using these equations,
we can find out how any other observable behaves as well by expressing it at
time 0 in terms of these representative observables, and then using the fact
that algebraic relations between observables at a given time don’t change with
time. These equations are actually redundant. We could make due with just
four of them, because for instance, the static constitution for any qubit already
defines its observable Z(t (t) at any given time in terms of its observables X (t)
and f/( t) at that time. Now, take a look at the equations for the time evolution
of Jubt the Z observables. You can see that Z 1 and Z2 at time 1 depend only
on Z1 and Z2 at time 0. The X’s and Y’s don’t affect the evolution of the
A s, so the Z observables almost form a physical system in their own right—a
little subsystem of the qubit system that evolves independently of the rest. It
doesn’t quite count as a separate physical system because you can never change
Z without changing X or Y.

Dynamics of a Controlled-Not Gate Dynamics of a Controlled-Not Gate Dynamics of a Controlled-Not Gate

X1(1) = X1(0)X2(0)

¥1(1) = ¥1(0)X,(0)
-i[X D) =41 = 20 Z21(1) = 21(0)

X3(1) = X2(0)

Fo(1) = Z1(0)5(0) Y1) = Z21(0)>(0)
-i[X0)=2 0 = 10)23(0) Z5(1) = 21(0)2,(0)

Table 3.16: These equations are actually redundant.

Nevertheless, in a controlled NOT computation, the 7 observables are au-
tonomous: they are evolving independently of all other observables. I've drawn
your attention to that because it will come up again in later lectures, but for
the moment its only significance is that it makes it easy for us to check that
this gate really does perform a perfect measurement.

Perfect Measurement

:

« Defined by it
observable b

t when the
g measured is sharp

a
'—.
._.

cnot

.

Table 3.17: [...] but, for the moment, the only significance [...]

Remember, a perfect measurement interaction is defined by what it does when
the observable being measured is sharp. So, now it’s time for me to specify a
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convenient state for our two qubits in which the Z observables of both qubits
are sharp. There are only four possible cases of this, so we may as well deal
with all four of them wholesale. Let the observable Z; be sharp with the value
a, and let Zs be sharp with the value b; a and b are each both plus and/or
minus 1 (one). So, to specify the state, or actually four possible states, we
have to specify the expectation values of all the observables. And I've just said
that the expectation value of 4 1(0) is equal to a, and the expectation value of
A 2(0) equals b. As I mentioned in the last lecture, and you will have proved in
the work examples, Z being maximally sharp implies that X and Y are both
minimally sharp. In other words, that their expectation values are both zero.

This in turn tells us how to find expectation values of Pauli matrices in this
state, in the representation we’ve chosen for the observables. We have:

The general state in which the The general state in which the The general state in which the
Z-observables of two qubits are sharp Z-observables of two gubits are sharp Z-observables of two qubits are sharp
£41(0))=0 o, ®I)=(%(0)=0 o, ®I)= (X(0))=0
$1(0))=0 o,®1 ¥1(0))=0 o,®1 F1(0))=0
Z710))=a o,®I)= 71(0))=a 0, ®I)= 210 =a
X2(00)=0 I®o,)=(X;00)=0 I®a,) = (X200)=0
)"":IOI 0 l(i)(v} - ).J'O\ 0 ]@(!_\‘ )‘:(0» 0
Z2(0))=b I®0,)= (7;(0))=h I®a0,)= (7;00))=b

25:17

Table 3.18: [...] but, for the moment, the only significance [...]

By linearity, this tells us all the expectation values of matrices of the form
‘something’ ® (cross) I (one) and I (one) ® ‘something’. You’ll see in the
work examples that these relations also tell us that in this state, the expectation
values of any tensor product of the form A® B where A and B are 2x 2 matrices,
is the product of the expectation values.

/\1 ) 32 = ,'\1 (")I I(’Q Hz

Table 3.19: [...] these relations also tell us that in, this state |...]
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With these rules, we can find expectation values of general matrices and hence
of general observables in this state. So, what do we predict for the output
of the controlled NOT gate where the inputs were sharp? Well, the controlled
observable Z; has the same expectation value at time 1 as it did at time
0, namely a. And since a is plus or minus one, that means that 7, is still
sharp with the value a, which is correct. 7y is sharp as well, but its value
has changed—it’s now ab—just like the target bit of a classical controlled NOT
gate. OK, the next obvious thing to work out is: ‘what happens if we perform
a perfect measurement of an observable that’s not sharp?’ Well, you can prove
in the work examples that if Zq isn't sharp at time 0, it will be just as unsharp
at time 1. And also Z, will have become just as unsharp as well.

®w
®

What happens if the observable
cnot Z1(0)) of the control qubit of a

b controlled-not gate is not sharp?
* ® .
(le, if (£1(0)) = =1 )
Zy(1))=(Z4(0)
/1!1! = /,.1(0| =(0.®])=a
Zo(1))=(Z4(D)
jztll = 21{01/}'2101

=(0.®0.)=(0.@I®0.)=ab

Table 3.20: [...] we predict for the output of the |...]

So, the measurement interaction propagates unsharpr}esg from one system to
the other. But there’s more: consider the observable Z;75.

Table 3.21: In other words, it’s a boolean observable |...]

That is an observable because Z 1 and 22 commute at any one time, so 7 122
is Hermitian; and from what I've said, its operational meaning is that it’s the
observable for what you'd get if you measured Zy and Z, and multiplied the
outcomes together. In other words, it’s a boolean observable whose eigenvalue
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—1 means that the outcomes of measuring Z1 and Z» would be different, and
+1 means that those outcomes would be the same. Now, here’s a remarkable
thing. Starting in a state where Z; is not sharp at time 0, and hence both
Z1 and Zy are unsharp at time 1, [let’s] calculate the expectation value of
2122. You'll find it’s +1, which means that the observable 2122 is sharp.
In other words, Z1 and Z, are equal at the end of the measurement—sharply
equal. Even though neither of them have a sharp value. How can two things be
perfectly equal without either of them being sharp? Well, like this of course:

(Z1(1Z5(1)) = (21(1)(74(0)2,(0)))
=<21(0J2?.2(0)>
= /2(0))

71(1)75(1) =I®U>
=]

Table 3.23: [...] Well, like this, of course!

Finally, let’s look at the case where this measurement of an unsharp observable
takes place in the middle of an attempted interference experiment.

Let’s work out what happens when we combine the analysis of the previous
lecture of the interference experiment with this time’s analysis of the dynamics
of measurement. Let’s take a qubit, based on the photons direction of motion,
and pass it through a beam splitter to make A (1) non-sharp.

So, from the equations of motion, Z(1) takes this form in the 2 x 2 represen-
tation of last time. But now, we are going to measure the direction of motion

29:28
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so we need a second qubit and therefore a 4 x 4 representation, like this:

Effect of beam splitter:

21)=%0)=-0, ® I

Effect of beam splitter: Effect of beam splitter: Effect of beam splitter: R .
. . . . . Y(1)=Y(0)
Z(t+1)=X(1) Z( 1)=X(0) Z(1)=X(0)=0 A A
Yt+1)=Y(1) YO 1)=Y(0) Y(1)=Y(0) X(1)=-2(0)
X(t+1)==2(t) X( 1)=-2(0) X(1)=-2(0)

Table 3.24: But now we're going to measure |...]

Second qubit will be a subsystem of some instrument that detects the direction
of motion. In principle that could be another subatomic particle, but equally
it could be a pair of photon detectors like the ones we actually used in the
interference experiment.

|
o

|
o

o i 7 Sy 75(2)

Table 3.25: And so, the expectation value of Z5(2) is |...]

The essence of any such instrument is that somewhere in there is an observ-
able that will be the target of the controlled NOT or perfect measurement
operation—a boolean observable measuring the Z observable as we defined it
for the photon’s direction of motion. So, we can just analyze those two qubits
and forget all the other degrees of freedom just as we did before. The details,
again, are in the worked examples.

We find that the expectation value of A 1, the photon direction of motion,
at time 2 (just after the measurement ) is zero just as it was in the original
experiment. Because in half the universes the photon travels on one path and
in the other half it travels on the other. And so the expectation value of Z(2)
is also zero. Just as we would expect from something that has measured the
correct value of Z 1 in each universe.
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t=3 t=4

% W e

Table 3.26: The essence of any such instrument |[...]

Then we let the photon go on and do exactly what it did before, namely, let it

bounce off the mirrors and strike the second beam splitter. Which previously
had the effect of making the direction of motion sharp again. But look, not
in this experiment, the expectation value of Z1 is still zero at the end of the
experiment. The fact of having made a measurement, even a perfect measure-
ment, of the value of 71 at an intermediate stage of the experiment, has spoiled
the interference phenomenon!

This is why we don’t see very clear examples of quantum interference in ev-
eryday life. It’s because undergoing an interaction in which even one qubit from
the outside is affected by a physical system is enough to suppress interference—
and it doesn’t have to be a measurement interaction, you will see that almost
any interaction affecting an outside qubit will do. Specifically, what prevents
interference is when something carries off information about the system. And
the reason why that makes a difference is that any process that transfers in-
formation out of a system always changes the system itself.

If the process is a perfect measurement, it doesn’t change the observable
being measured, say A , but it changes the other observables like X or Y that
are inextricably linked to it by the uncertainty principle and by the dynamics
of quantum physics. And that can make the subsequently behave differently.

A process in which information is carried off in this way is known as a
decoherence process. In practical implementations, decoherence is the great
enemy of quantum computation—and I’ll be saying more about that.

So far, when I've described the dynamics of quantum systems to you,
they’ve all been quantum gates. I've always just told you the laws of mo-
tion of the gate by fiat—just a set of equations for how the representative
observables of the qubits are changed by passage through the gate.

In the next lecture, I’ll show you a general framework for quantum dynam-
ics, and I’ll tell you in principle which sets of such equations describe processes
that can occur in nature and which can’t.

34:10
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c@m \\

(8

inger Picture

-

Table 3.27: [N]ext: [...] a general framework for quantum dynamics |[...]



Chapter 4

The Schrodinger Picture

So far whenever I described the dynamics of quantum systems to you, and
they’ve all been quantum gates, I’ve always just told you the laws of motion of
each gate by fiat—just a set of equations for how the representative observables
of the qubit are changed by passage through that particular gate. Now, T’ll
go to the other extreme and show you the most general framework for quan-
tum dynamics, and tell you in principle which sets of such equations describe
processes that occur in nature and which don’t.

01:16

2 =Y2 =22 =1
XY ()==Y(O)X(t)=iZ(1)
Y(OZ()=-Z()Y (1) =iX(1)
ZOX () ==X Z(1) = i¥ (1)

Table 4.1: [...] by fiat; [...] this Pauli algebra is [...]

Laws of motion are about how things change with time. But as I said in the
first lecture, the notion of a system changing itself implies that some things
about it are invariant. That’s what I called the constitution of the system. The
laws of motion, the dynamics, are part of the constitution. The other part is
the algebra of the observables at any one time, which in a system of n qubits is
always the same as the algebra of all Hermitian matrices of dimension 2". So
for instance, you will recall that this Pauli algebra is one way of summarizing
the algebra of 2 x 2 Hermitian matrices, representing the observables of a single
qubit at any given time.

02:45
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o [X(1).Y ()] =iZ(2)
[Xo.¥w]=izo (XY ()]-iZi=0

[X0).P(®)]-i2=0

Xy, va? _a¥ 9_vaR_;02 _
;‘:Y+X;u r‘uX Yﬁr tr‘ar_o

Table 4.2: [...] take this equation for the [...]

Now, since the algebra is invariant, the laws of motion have to be such that even
though the observables change, their algebra does not. And that’s obviously a
constraint on what the laws of motion can be. For instance, take this equation
for the commutator of the observables X and Y of a qubit. Rearrange it and
you get a quantity which the laws of motion have to prohibit from ever changing
at all. It has to stay fixed at zero for all time. Differentiate it with respect
to time, that too has to be zero. So, there we have a relationship between
the time derivatives of observables and we know that this relationship must be
not just compatible but deducible from the law of motion of any qubit that
exists anywhere in nature. And we can get similar constraints from any other
equation holding among the observables at any given time. It may sound as
though its going to be tricky to find any law of motion that enforces all of
these intricate constraints on how observables can change with time. But no,
it’s easy to find one. Here’s one:

®
A
f‘f, aalDX(WO + DOV + ()2 () + dind '

Table 4.3: [...] a whole one-parameter family [...]

Pick any observable H of a quantum system at a given time. If the system is
a qubit, then like all observables H can be expressed as a linear combination
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with real coefficients of the representative observables X, Y and Z at that time,
and the unit observable. Do the same for every other time. In other words,
pick a whole one parameter family of observables, H subscript t, one for each
time (¢). The reason I'm not calling that H of ¢, with the ¢ in parentheses, is
that we're already using that notation to refer to the time evolution of a single
observable, whereas in this construction we are allowed to choose a different
observable at each time. Now, given that one-parameter family of observables,
consider the following law of motion: for each observable A of ¢ of the system
dA by dt equals i times the commutator of H at ¢ with A(t):

dA(t) =i[fl,,f\(r)]

dt

Table 4.4: now [...] consider this law of motion [...]

We can express that law in a form that’s more like the specific laws of motion
I've told you in previous lectures by just integrating it over an infinitesimal
period, dt, so we get A(t + dt) equals A(t) + idt times the commutator of H
with A and in that form, it expresses each observable at one time, ¢ 4 dt, in
terms of observables at another time, ¢.

(f.-'\;’v - "I.H’ LA IJ

I

= At +dt)=A(t)+ r'r!r[l},..ltr]] = A(t+dt)=A@t)+ r'df[ﬁ,..-i(! )]

Table 4.5: [...] integrating [...] over an infinitesimal period |...]

H at tis by construction some observable at time ¢, and so is A of t. For gates,
we were only interested in the relationship between observables before and after
the gate acted, so we used laws of motion referring to unit time instead of an
infinitesimal time. Such laws could be obtained by integrating this differential
equation (Table of motion between ¢ and ¢ + 1.

ot
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OK, now does our new law of motion preserve all the algebraic relationships
that may exist between observables? Well, consider any such relationship at
time t. We can always write it in the form of F of A of ¢, B of ¢ ...and so
on, equals 0 (zero) where A and B and so on are observables at time ¢ and
the function F uses any of the operations of matrix algebra, namely: matrix
addition, matrix multiplication, and multiplication by a constant.

To Prove: d'e"i‘r’ff'f’(’—’“"—’ =i[H,.F)
(Provided A1) . i{py, A B0 w1, 8] ...)
F(A(f).B(f).,) =0 F(y=aP(1) £ =2r0)
A =2 ﬁ({) ;\_dP
Where the function Fis composed of:
* matrix addition = l}\.[H,,p]
* matrix multiplication — l[H AP]
* multiplication by a (scalar) constant r
- i[Hr,F]
Table 4.6: [...] consider any such relationship at time ¢ [...]

Its sufficient to prove that F itself obeys the law of motion. Well, what can
F be? Suppose F is a real multiple of something that does obey the law of
motion. Then, F obeys it too. Suppose F is the sum of two things, that each
obey the law of motion. Then again, F also obeys it. What if F'is the matrix
product of two things that obey the law of motion? Well, then [...] since P and
Q obey the laws of motion, multiply that out and you’ll see that it’s 7 times
the commutator of H with the product PQ which is 7 times the commutator
of H with F' again.

08:39

F(t)=P(1)+ Q) £ =Py O0)
- d0.4.% - LO_0o.pU0
=f[H,.P]+;‘[H,.Q] = i[H,.P]0+iP[H,.0]
=i[H,.P+0] - i[H,.PQ] ! [b,i
-i[H,,P] = i[H,.F] ‘H \m
mil
il
Table 4.7: [...] multiply that out, and you’ll see that [...]

So the upshot is, however Fis composed out of observables obeying our equa-
tion of motion, a obeys it too. And hence, it remains zero over time. And
so, any equation of motion of this form leaves any algebra of observables in-
variant. And actually, we’re done. Because, as you can prove in the worked
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examples, the converse is also true: any law of motion that leaves the algebra of
observables of some quantum system invariant takes this form. H is called the
Hamiltonian of the system. This (Table is called the Heisenberg equation
of motion. And the way of representing observables which I’ve been using is
called the Heisenberg picture of Quantum Theory

Consider the special case where the Hamiltonian is actually the same ob-
servable at all times. So, then H suffix ¢ does equal some H of t where H of t
is a bona fide observable. In such cases, we say that the Hamiltonian has no
explicit time dependence. How does this observable change with time?

If H, = H(r) for all ¢, I'“I =I7(I) i &R
F, has no explicit time -dependence t
i, L 40 _ ), ] =0 R
g d dAw) _ g
dr
Table 4.8: |...a]nd, again the converse is also true |...
b

Well, as you can see, it doesn’t. When the Hamiltonian has no explicit time
dependence it has no time dependence at all. So under those circumstances, its
not only an observable, it’s a conserved quantity. This is a conservation law.
And in fact, the Hamiltonian is up to a constant of proportionality, the Energy
observable. You can also see that any other observable that commutes with the
Hamiltonian is a conserved quantity too. And if an observable commutes with
a conserved Hamiltonian, at any one instant, even one instant, then because the
algebra is invariant it will commute at all instants. And will be conserved too.
And again, the converse is also true, in a system with a conserved Hamiltonian,
every conserved observable commutes with that Hamiltonian.

Now, in the case where the Hamiltonian is not only the same observable
at all times, but one of the systems own observables, the system is said to
be isolated. The idea of an isolated system is an idealization. There are no
physical systems that remain unaffected by the outside world for all possible
states of the outside world. Remember that the idea of a physical system
itself is not perfectly well defined because there is no physical system that
even remains in existence in all states. And for both of these reasons, the
idea of the Hamiltonian for a given physical system is always an idealization
or an approximation. Except perhaps for the multiverse as a whole; that’s not
interacting with anything outside itself. So the multiverse is the only truly
isolated system. Nevertheless, in real physical phenomena, its often a very
good approximation to say that a system is isolated for a period. For instance,
I said that the qubit in our interference experiment in lecture two was isolated
during periods when the photon was traveling between gates. In fact it was well
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described as having a Hamiltonian of zero during those periods, even though
its real Hamiltonian—ultimately the Hamiltonian of the multiverse—would
have contained terms describing how the photon would interact with a passing
bumblebee that just happened to fly through the apparatus at the same time,
and indeed how it did interact with one in some universes.

Now, even when a system isn’t isolated, it is sometimes possible to encode the
whole influence of the outside world on that system into a law of motion that
involves only that systems observables. But with a time dependent Hamil-
tonian. Such systems are said to be ‘coherent’. Another way of stating the
definition of ‘coherent’ is that, a coherent quantum system is one in which the
observables at one time are functions only of the observables of the same sys-
tem at another time. And that would be in a given state, always, in a given
class of states. So in summary, in states where the dynamics of a system can
be well described by a Hamiltonian that’s simply one of its own observables,
it’ s said to be isolated. When it can be well described by a Hamiltonian built
out of its own observables but possibly with explicit time dependence, it’s said
to be coherent. So an isolated system is also coherent.

Isolated System:

One whose Hamiltonian is an observable of that system alone.

Coherent System:

o One whose Hamiltonian as a (time-dependent) function
(timq-ciependent) f&ﬂon of of the observables of that system alone.

observables of that lone.

S

Table 4.9: [...] So an isolated system is also coherent.

When it can only be described by a Hamiltonian involving other systems, it
is said to be ‘decoherent.” But ultimately, all these terms are approximative.
Short of the multiverse as a whole, there are no isolated systems and every
system is decoherent to some extent. And there are no time dependent Hamil-
tonians. Every time dependent Hamiltonian is just an approximate way of
taking into account the effects of other systems in states where the decoher-
ence that they cause in the system of interest is negligible. In our single photon
interference experiment, for example, the qubit was effectively isolated during
its motion between the beam splitters and the mirrors. But as it interacted
with those, its Hamiltonian changed briefly as I described, but only to some
function of the qubit’s own observables. And then it changed back to zero.
So the qubit remained coherent throughout the whole experiment until the
moment when it interacted with the detector at the end—at that point the
qubit’s Hamiltonian would have depended on observables of the detector and
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vice versa, thus causing decoherence. And also as we saw, if the qubit inter-
acted with another qubit during the experiment, then its Hamiltonian would
depend on observables of both qubits, and we saw that the interference was
thus reduced or eliminated. And its true in general, that for an interference
phenomenon to occur, or for a quantum computation to be performed, the

system doesn’t have to be isolated but it does have to be coherent. _—

Coherence

A process is coherent if observables
at the end of the process are functions
only of the observables of the same

system at the beginning.
A

ecohere

a7 s ": ‘ Interference phenomena, including
3 . all quantum computations, occur
only in coherent systems

Table 4.10: [...] ultimately, all these terms are approximative.

Okay, now, for an isolated system, we can solve the equation of motion in closed
form. Tts just A(t) equals e to the iHt [times] A(0) [times] e to the —iHt. So
that gives A at any time in terms of A at time zero, and H. We can also express
the constant Hamiltonian H in terms of observables at time zero, and so, this
equation would express 121, at an arbitrary time ¢, in terms of observables of
the system at time zero.

Isolated: A(7) = ' A(Q)e
Isolated: H, = H " 4
Coherent: A(f) = U, .’UO)L‘:,
Uy, =1

Equation u'.-i(l) )
U,

’”"r cpr I
g = iU H,

of Motion: 4 il f:] s /’i(f )]

= A(t) = M A(0)e Ay = P A0y P!

f/

Table 4.11: [...] for an isolated system [...] solve the equation of motion [...]

For a general coherent system, the solution will be a slight generalization of
that. It will be [...] where U; is a one-parameter family of unitary matri-
ceq!| whose mown equation of motion is [...]. U is called the evolution matrix
between time zero and time ¢. The state of a system is defined by giving its
expectation value function. Which is, a linear function mapping its observables
to real numbers. I've used this notation to denote the expectation value of an

LUnitary means UTU = 1, where 1 is the unit matrix.
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observable A of t: (A(t)). But because its a linear function, it must also be
possible to write it in any given matrix representation like this, where alpha
and beta are matrix indices, and rho is some matrix that doesn’t change with
time. In other words, the expectation values is Trace A of ¢ [times] p.

(Am)= 3 AupDppa (An) = 3 Aup(Dppa (

aB ap

= Tr/A\(/)p

Table 4.12: [...] but because it is a linear function |...]

Since the expectation value of the unit observable is always 1, Trace of p itself
has got to be 1. p is called the density matrix of the system. It has to satisfy
certain conditions to make sure that the expectation value can never be higher
than the highest eigenvalue of A nor lower than the lowest. You can find out
what those conditions are in the worked examples. Now, look at the expression
for the expectation values of an arbitrary observable. Its often more convenient
to write this in the form of [... see below]:

(Aw)=TrAw)p (Am))
=TrU AOO)U,p =TrU AU, p
Table 4.13:  [...] look at the expression for the expectation value of |[...]

Why? Because in this expression, the only quantity that changes with time
is the unitary evolution matrix U, which is the same in the corresponding
expression for any observable. Therefore, to track everything that the system
is doing over time, we don’t have to solve the equations of motion for all the
observables in terms of their values at previous times, we need only solve this
one equation for the evolution matrix U suffix ¢, given the Hamiltonian, and
with that we can read off the time evolution of any observable of the system
evolving under that Hamiltonian. Actually we can do better than that. The
way the dynamics of quantum systems are encoded in these unitary matrices
allows for a whole alternative way for describing quantum systems that’s often

i >= > Aup(Dppa

dU,
dr

a.p

=Tr 1p

=-iU, H,

=1
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much more efficient. What I’ve described so far is the Heisenberg picture, and
the alternative way I’ll show you now is called the Schrodinger picture.

(A(t)) =TrA(t)p

= TrU, pU; A(O) IANIA
—_— Sy—rt
E ) ’ F;I, A P",
'Schrodinger Picture
—
Table 4.14: [... let’s] look again at the expression [...]

First, look again at this expression for the expectation value of a general ob-
servable at an arbitrary time. We can rewrite it using the cyclic invariance of
the Trace like this: the expectation value of [... see picture above|. Let’s call
this quantity p subscript ¢. p subscript ¢ is called the density matrix in the
Schrodinger picture. So to evaluate an arbitrary expectation value, we need
only know this density matrix in the Schrodinger picture, and all the observ-
ables at any one time,say, ¢ = 0. So for each observable /1, we only need to
know one matrix, A(O) Which in the Schrédinger picture we just call A. To
summarize the Schrodinger picture then, each observable is represented by a
constant matrix, while the density matrix changes with time. This is to be
compared with the Heisenberg picture, where the observables are functions of
time and the density matrix is a constant.

From this expression, we can read off the law of motion for the Schrodinger
picture density matrix: it’s [... see pics above]. This has almost the same form
as the law of motion for an observable in the Heisenberg picture. But with
the opposite sign. T’ll come back to that sign in a moment. Now consider
the eigenvectors of the Schrédinger density matrix at time ¢. The standard
notation for vectors in quantum theory is called the ‘Dirac notation’. It uses a
symbol called the ‘ket” which looks like this, to denote vectors.

Table 4.15: The standard notation for vectors in [...]

We typically write inside the ket symbol the information specifying which vec-
tor it is. So for instance, we can call the n-th eigenvector of p of ¢ the ket with
label n and ¢. The p vector, that is the Hermitian transpose or dual of a given
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ket, say with label alpha, is written like this: («| this symbol is called a ‘bra’.
The origin of this terminology is that the scalar up product of a bra with a
ket is written like this: («|8) the whole thing being a bra-cket. So the left half
of it is a ’bra’ and the right half a ’ket’. The scalar product of a ket with the
corresponding bra, say: («|«) is by definition the squared magnitude or norm
of the ket alpha.

Hilbert spacér
),

Ty ‘[

Table 4.16: The origins of this terminology is that [...]

The vector space of kets is therefore a ‘Hilbert space’—basically a vector space
with [a] norm—and it’s usually called the Hilbert space of the given system.
Observables represented by matrices are linear operators on the Hilbert space.
The set of all eigen-kets of the density matrix at any given time, or of any
observable at any time, constitutes a basis for the system’s Hilbert space. So,
we can expand the density matrix in terms of its eigen-values and eigen-vectors
like this [below]. And you can prove in the worked examples that the eigenval-
ues p, remain constant, and that the equation of motion for the eigenvector s
is this [below]. Or more generally, if ¥ is any eigenvector of the density matrix
[below]. This is called the Schrédinger equation, and again, over a period ¢t its
general solution will have this form, where the U, are the same unitary matrices
as in the solution of the Heisenberg equation of motion.

p, = El’nl”:’x”:’| The Schrodinger Equation
n
i|n'l) =-ifl|n:t) i|1r1) = —if|n:1) The Schrédinger Equation i|‘l’(’)) = =i ()
a7 ar di
%|q1(t))=—ifl,|qv(1)) %|w(1))=—il”l,|w(r)) %|w(r))=-i[’l,|1p(r)) [w(n))=U,|[p(0))
dt dt dt

Table 4.17: The origins of this terminology is that [...]

Now, the significance of that sign in the equation of motion of the density
matrix. The density matrix is not an observable. Both in the Schrodinger
and Heisenberg pictures, it’s equal to a different observable at each instant.
So why did it have a similar equation of motion to an observable, but with
the opposite sign? Well, in the Schrédinger picture, the state changes and
the observables are constant matrices. In the Heisenberg picture, the state is
invariant and the observables change. But in both of them, the expectation
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value of an observable A at a given time is Trace of pfl and the Heisenberg A of
t, we know, is U dagger A of zero [times] U. Remember, Schrodinger A equals
Heisenberg A of 0. And also, Heisenberg p equals Schrodinger p of 0. What'’s
happening, is that the unitary transformation, U;, that defines the motion,
amounts to a rigid rotation in Hilbert space. It’s rigid in that it preserves the
scalar product between any two kets that it acts on.

Heisenberg:

(A)="TrpAcr) (A)=Tr p A (Aw)=Tr p (Aw)=Tr p

Schrodinger:

</i(l)>=Tr P, A </‘(l)>=Tr p, A (A(,)>=>l‘r P, A =»l‘|-Uer:/Ax(0)
Table 4.18: But in both of them [...]

When ket alpha goes to U alpha, bra alpha goes to bra alpha U dagger. And
so, any scalar product alpha beta is unchanged. And that’s rigid rotation.

|ty = Ulor) oty = Ufer) oty = Ufer)
By — U,||s). [BY = U, |B) By = U,|B)
(] = {alvr
(of —=(al; (afp) = (a|u; U, |B)
= (alf)
Table 4.19: [...] that’s a rigid rotation.

The density matrix represents the state of the world. In the Heisenberg picture,
the state is constant and the observables rotate in the sense that their eigen-
vectors rotate in Hilbert space. In the Schrodinger picture, the observables
are fixed. And so to maintain the same relative orientation, the state rotates
rigidly in the opposite sense. Thus ensuring that both pictures make the same
predictions for the physical quantities—the expectation values of observables.

Table 4.20: In the Heisenberg picture [...]. In the Schrédinger picture [...]

The Schrodinger equation is the Schrodinger picture way of defining the dy-
namical evolution of a quantum system. In the general case, we have to solve
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the equation for each eigen-vector of the density matrix. From which we can
reconstitute the density matrix itself.

P = D pulmiXnii|
n

Pure state:

dy N_ dy N oy .
PRl o i

%Wu )) = =il [ (1)) (i equalto a sharp observable)

Table 4.21: In the general case we have to solve the equation |...]

But, if p is ever sharp—well p is not an observable but what I mean is—if it’s
ever equal at some instant to a sharp observable, then the system is said to
be in a pure state. And we’re often particularly interested in systems in pure
states. For instance, if the Z observables of a set of qubits are all sharp—so
the qubits together are like a register of a classical computer holding a single
integer—then the density matrix is sharp and the system is in a pure state.
You can prove that in the worked examples. And you can also prove that in
a pure state, in the eigen-vector representation of the density matrix, all the
coeflicients vanish except for one, which takes the value of 1. And since the
eigen-values of the density matrix don’t change with time, if a system is in a
pure state at any instant, then it remains in a pure state so long as the evolution
remains coherent. And the density matrix in such a case just takes this form,
where U of ¢ is a single one-parameter family of kets obeying the Schrodinger
equation with respect to t. ¥ at ¢ is then called the Schrodinger state vector.
For a quantum system in a pure state, all the motion of the system is summed
up in the motion of this state vector.

Py = WOXWp()| ‘
P =[w)Xw()|

n

P, = N /7/‘|/;;/><”;/l P, = |/1:IX/1:/| Schrodinger equation
= Schrédinger equation
n

dO)  n ey, dey o
T:—/H,|1p(l)) I‘(‘;ﬁ >=”iH,|‘)’(’)>

Table 4.22: For a quantum system in a pure state [...]

Okay, this equation for pure states and this one for non-pure states are in the
majority of cases the most convenient ways of analyzing the motion of quan-
tum systems, and in particular the computations of quantum computers. And
I’ll mostly use it from now on. But beware. As we’ve just seen, this econ-
omy of calculation comes at the expense of additional layers of abstraction.
Heisenberg observables, which are the dynamical quantities in the Heisenberg
picture of quantum physics, have a lot in common with the variables of clas-
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sical physics. Yes, they’re matrices rather than real numbers, but at least
there’s one such matrix corresponding to each quantity we can observe. And
the particular number corresponding to what we do directly observe is in there
somewhere—its one of the eigen-values. And in the Heisenberg picture, the
changing quantities—the observable—are located in particular systems at par-
ticular locations. They obey an equation of motion that expresses how they
affect other observables and are affected by them, and thereby carry informa-
tion from one place to another. The Schrodinger state doesn’t have any of that.
There’s only one of them. It’s not located anywhere, but refers to the whole
system or ultimately the whole multiverse.

o0 i[l)’,.[wf]

di
dp)) .- dp) .
———L = —iH (1) ———L = —iH Y1)
dt r‘ l ) dt fl t )
Table 4.23: [An] equation for pure states and [...] one for non-pure states.

What is the Hamiltonian of the whole multiverse?

Traditionally, fundamental physics has been about what types of systems
exist in nature, what their observables are, and what their Hamiltonians are.

That’s what elementary particle physicists call “the theory of everything”.
But there is another way of looking at what is elementary or fundamental.
Instead of asking “what types of Hamiltonian are found in natural systems?”
which means “what sorts of changes can occur in elementary systems over an
infinitesimal time?”, one could go all the way to the bottom line and ask “which
transformations can be realized in nature by some quantum system evolving
for some time, and which cannot?”.

And the short answer is, all changes in which observables of the system
undergo unitary evolution with every observable going under the same trans-
formation so as to preserve their algebra. Every one of those can occur in
nature. And nothing else can. Every unitary matrix is the evolution matrix
for some quantum system evolving over some time. Or at least we think it is.
Because it turns out that the vast majority of these possible evolutions can
only be realized in a very special type of physical system: a universal quan-
tum computer. They don’t’ occur naturally because they require a complex
computer program to bring them about.

So here’s a fascinating situation: in terms of Hamiltonians, the laws of
physics are very finely tuned. The multiverse has its Hamiltonian, and subsys-
tems of the multiverse only have very special Hamiltonians. Most Hermitian

34:30
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matrices cannot be realized in nature as Hamiltonians. But when we ask a
slightly different question, “which unitary evolution operators can be realized
in nature?”, the answer is “all of them, 1F a universal quantum computer can
exist”. This special type of object, the universal quantum computer, in a sense
contains within itself all the diversity in nature. No other system does. Except
perhaps systems that are capable of constructing a universal quantum com-
puter. Suddenly we find ourselves unavoidably playing a role at the deepest
level of the structure of physical reality.

o
m Algorithm

Table 4.24: Suddenly we find ourselves unavoidably playing a role [...]



Chapter 5

A Quantum Algorithm

An algorithm is a hardware independent specification of a computation. By
hardware independent I mean that it doesn’t specify what the computer should
be made of, only the effect that it should have on information that’s provided
to it as input. So that if you had access to any technology that allowed you to
build a computer, a universal computer, you could translate the algorithm into
a program for that computer which would perform the information processing
that the algorithm specifies. An algorithm is a way of performing a computa-
tional task like sorting a list or factorizing a number. In general, to specify a
computational task, you specify properties that the output information should
have as a function of the input information. So, a computational task is a
problem to which an algorithm is the solution.

Hardware - independent

specification of a computatior

Way of preparing a computer

to perform a computation

Table 5.1: The algorithm that I'm going to describe today |...]

The algorithm that I'm going to describe today is probably the simplest of all
quantum algorithms. So, I'll first describe the problem that it solves. You're
given a black box containing a computer that’s dedicated to computing a par-
ticular function f using reversible classical computation. It operates coherently
though, because part of our task is going to be to use this black box as a com-
ponent in a quantum computational network. You’re not allowed to look inside

7
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the box. All you're allowed to do is feed qubits into it at one end and then
retrieve them at the other end after a fixed time that’s independent of the
input. Such a box is known as an ‘oracle’.

Table 5.2: All you are allowed to do is feed qubits into it at [...]

The idea of having an oracle in the specification of a computational task is
a trick much beloved by complexity theorists, both classical and quantum,
because it can greatly simplify the analysis of algorithms. That’s because
often, looking inside the oracle doesn’t help you to perform the task, yet it’s
quite hard to prove that it doesn’t. Why that’s so often the case is quite a
deep question. It’s beyond the scope of these lectures. But I'll explain why its
plausible in this case in a moment.

Okay, the oracle in this problem computes a boolean function f with one
boolean parameter. That is to say, f maps the set containing minus 1 and
1 to itself. Since the oracle performs a reversible computation, it can’t just
do this: z to f(x). That wouldn’t be reversible. The oracle must have an
auxiliary input and output, and when it computes f what it must really be
doing is something like this: z and y goes to x and yf(z). That’s a reversible
computation. And if you want to use the oracle to compute f(x), then you
just have to make sure that y is initialized to the value +1.

|
In I Out

Table 5.3: [...] the Oracle in this problem computes a |[...]

Now, there are only four functions that map a single bit to a single bit. The
identity, the NOT operation, or delivering a constant output —1 or 1. Internally,
the oracle may be computing something arbitrarily complex, or rather one of
two arbitrarily complex things, depending on the input. For instance, it might
be doing the traveling salesman problem or some other hard problem for one of
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two graphs depending on the input, and then reporting some boolean property
of the answer such as whether the shortest path has an even or odd number
of steps. But, however complex the oracle is internally, it will be computing
one of these four functions. That’s why its plausible that looking inside the
oracle won'’t in general help. The oracle might contain a complicated network
with a large number of qubits doing things in parallel. So it might still be a
lot faster to run it twice than to work out what it does once. Anyway, a simple
computational task, given the oracle, would be “find out what f is”. Well, the
only way to do that without looking inside is to run the oracle once for each
possible input. The resulting four pairs of outputs tabulate f.

The four possible functions 1 —p —»1
mapping {-1,1} - {-1,1}
oot %ok L= £
sl
Table 5.4: [...] the only way to do that without looking inside [...]

Is it possible to perform that task using only one run of the oracle? Well we can
prove that it isn’t. If you're only allowed to run the oracle once, then whatever
else you do you’ll have to pick a particular pair of values for its input x and
y. And you’ll get output values x, which you already knew, and yf(x). Only
the second of those two outputs even depends on f. So that can’t fully specify
what f is because f can be one of four different functions.

The four possible functions
mapping [ 1,1}—;{ 1,1]

f f f identity X X

not X -X

—> —» yf(x) y —» —» yf(x) y —» > output -1 x 1
X

output 1

LR 2 2

Table 5.5: If you're only allowed to run the oracle once |...]

And it turns out that that is true in the quantum case too. You can’t work
out what f is without invoking the oracle twice. So quantum computation
doesn’t help with that task, which illustrates the general fact that quantum
computation doesn’t speed up all computational tasks, only some of them. And
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that’s one reason why quantum complexity theory is fundamentally different
from classical complexity theory. Anyway, the problem that we are going to
solve with a quantum algorithm is not to find out what f is, but to determine
a property of f. Specifically, whether f(1) equals f(—1) or not. Or more
concisely, the task is to compute the product f(1)f(—1) without looking inside
the oracle.

~ ]

Determine whether f(1)=£(-1)

1

A computational task 1 {" | > 1
1
Or, in other words, compute 7(1)/ .

Table 5.6: So is there any way |...]

Knowing the quantity f(1)f(—1) certainly doesn’t tell you everything about f.
It just tells you one bit of information about it, which is half the information
in the table of f. So, the proof I gave that the previous task requires two calls
of the oracle doesn’t hold for this task. So is there any way of computing the
single boolean value f(1)f(—1) using only one invocation of the oracle?

For the case of classical computation, it’s again easy to prove that there
is no way. Even though it’s only one bit of information this time. Because
again, there are only four possible ways of invoking the oracle in a classical
computation, and in all four the first output is again independent of f. And
the second depends on only one of the two values f(1) or f(—1), never both.
So f(1)f(—1) can never be deduced from it. Here’s a classical network that
finds the answer using two instances of the oracle. This is a controlled NOT
gate, which we are using in its capacity as an exclusive OR gate. Alternatively,
we could find the answer by invoking one instance of the oracle twice, doubling
the running time, like this:

i 1 1 - - —
m i flry flry ‘Ll/m ‘L‘

|

|

oot}
flq

[ B,
-1
f{l)E’,

] T | |

[rot}
L. I I
FII)D 1A '1)‘ lfil)f('l)B

Table 5.7: Here’s a classical network [...]

The input bits both start at 1, they pass through the oracle making them +1
and f(+1). Then, they each go around a loop, the first one passes through
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a NOT gate that flips it to —1, and the second goes in again as the auxiliary
bit. So the final output is f(1)f(—1). Strictly speaking, this network runs
forever so I'll leave it as an exercise to modify it so that it delivers an output
after exactly two oracle invocations. What the quantum algorithm does, in
short, is that it uses only one instance of the oracle and it invokes it only
once, but it invokes it with a different input in different universes. Which
means, that the oracle performs different computations in different universes
yielding potentially different outputs. And the single qubit that holds those two
outputs in different universes combines them in an interference phenomenon—
it exclusive ors them. A bit like this, except that the invocations of the oracle
occur in different universes.

Table 5.8: What the quantum algorithm does, in short [...]

To describe the quantum algorithm that does that, as with most quantum
algorithms, it’s simplest to work in the Schrédinger picture, where as you will
recall, the observables are constant matrices and the state changes with time.
In this problem we can make the further simplification of considering only pure
states. Remember that a quantum system is said to be in a pure state when
its density matrix takes the form [reads equations].

. Operation of a quantum gate
Pure state at time ¢t

wit+1 U (yle))
plt) ‘!//'[)> <l//(f"

Table 5.9: What the quantum algorithm does, in short [...]

1 is then said to be the state vector of the system and we often refer to the
state vector as just the ‘state’ of such a system. The effect of a quantum gate
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operating between times ¢ and ¢+1 on an arbitrary pure state is [reads equation]
where U is a constant unitary matrix characteristic of the gate. Like the
reversible classical algorithms for performing this task, this algorithm involves
two qubits, and that’s not counting whatever qubits might be inside the oracle.
Combining two quantum systems in the Schrédinger picture is much the same
as doing it in the Heisenberg picture. Any tensor product of observables, one
from each system, is an observable of the combined system, and if both systems
are in pure systems—say ket psi and ket ¢—then the combined system is in a
pure state, and its state vector is the tensor product of ¢ and ¢. We write the
tensor product of kets without any explicit multiplication symbol like this.
And that’s a ket of the combined system.

System 1 System 2 System 1+2 System 1+2 System 1+2

‘u/(t)> ‘r,b(t)) ‘v/(t)> r,‘;(t)) ‘u/(t)>

o(t)) w(t)]o(e)

Table 5.10: Combining two quantum systems in the Schrodinger picture |...]

Consider a system of two qubits then. In an eigen-state of both their Z ob-
servables, Zy and Zs, the four such eigen-states ket a ket b, where a and b
range over the eigenvalues plus and minus 1, form an orthonormal basis in
the four dimensional vector space of all pure states of the combined system.
The space of all pure states that a system could be in is technically a Hilbert
space—basically that’s just a vector space with a norm—and we usually refer
to it as ”the Hilbert space” of the given system. Strictly speaking, pure states
are always unit vectors. That follows from the definition of a pure state that
I’ve given, because the trace of the density matrix has to be 1. But it’s no big
deal, some people like to work with un-normalized vectors, and they insert a
normalization factor in this formula.

Two qubits in a simultaneous
eigenstate of their 2 observables
)} (a=z1,bas1 Pure state Pure state Pure state
These four states form an orthonormal basis N . N \ o ) Pure state
in the of the combined system Alt)= |w(t)ly(t) Trplt)="Tr|w () (w (©) Trplt)=Tr|y (£)(y(t)
=y (O)]y(0) 5 v (6)(y(¢)
( t)= / al
1=||w(e) ple) w(t)|y(t

Table 5.11:  Strictly speaking, pure states are always [...]

So un-normalized kets are usually called states too, and eigen-vectors of ob-
servables are called ‘eigen-states’. The normalized pure states lie on a unit
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sphere in the Hilbert space. And all the non-zero states along any straight line
through the origin represent the same physical state.

Hilbert space Hilbert space

L.} [..)

_Aey) .
<Io> - o

Table 5.12: A linear combination of states is called [...]

When working with pure states, we usually pick the fixed basis in the system’s
Hilbert space and express the evolving state of the system as a linear com-
bination with time varying coefficients. Time varying complex coefficients of
those basis states. A linear combination of states is called a ‘superposition’.
In quantum computation, we call whatever basis we choose for doing that the
‘computation basis’. We can choose any basis as the computation basis but
usually some choices are more convenient than others. Usually the most con-
venient one is determined by the classical operations that form part of the
computation. I'll explain.

_ When a quantum computer is
In practice, the most convenient executing classical operations, the set
choice for the computation basis of all the Z-observables of the qubits

Elementary classical operations take
computation basis states to
computation basis states.

is usually determined by the
classical operations that occur in
the computation.

Why?

evolves autonomously.
This makes it convenient to use the
simultaneous eigenstates of those
observables as the computation basis.

To specify a gate, it is enough to
specify its action an an arbitrary
pure state

or on an arbitrary computation

basis state.

Table 5.13: And that’s why the basis of eigenstates [...]

In a classical computer, the state of the computation at each step is spec-
ified by the sharp values of a set of observables—the computational variables.
So when a quantum computer simulates a classical computer, there’s a set of
observables which are sharp at the beginning and end of every step. And that
sharpness is maintained because, as I mentioned last time, the elementary clas-
sical operations in a quantum computer have the property that a particular set
of observables evolve autonomously. We usually use a notation in which these
are the Z-observables of the qubits. So that means that during periods when
our quantum computer is executing only classical operations, the Z-observables
of the qubits are distinguished by being the observables on which those gates
perform classical operations. Note that in general, the Z-observables will not
be sharp during those classical operations because they need not have been
sharp when the classical part of the computation began. Some earlier quan-
tum operations will in general have made them unsharp. Nevertheless, the
Z-observables form an autonomous evolving system under classical operations.
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And that’s why the basis of eigen-states of those said observables is often the
most convenient one to use as the computation basis. I'll explain.

Classical reversible computations, starting in a computation basis state,
proceed from computation basis state to computation basis state. For this and
other reasons, the dynamics of simple quantum gates are particularly easy to
represent in the Schrodinger picture. It’s enough to specify the behavior of each
member of a set of basis states such as the computation basis. For instance,
the NOT gate is a single qubit gate. A single qubit has a 2-dimensional Hilbert
space. So we can completely specify the behavior of the NOT gate by giving
its effect on just two states, like this: ket a goes to ket —a, where a is plus or
minus one and these are eigenstates of the cubit’s Z-observable.

Dynamics of the not gate

in the Schrodinger Picture
Dynamics of the not gate

in the Schrodinger Picture

\a) -

Za

-a) (@a=+1)

aa

Table 5.14: So we can completely specify the behavior of the [...]

This statement means that if the state at time 0 is the eigenvalue a eigenstate
of Z, then the state at time 1 after the gate has acted is the eigenvalue —a
eigenstate. Compare that with the description of the NOT gate in the Heisen-
berg picture and you begin to see why the Schrédinger picture is preferred for
most calculations in the quantum theory of computation.

Hadamard Gate, H

) - L(D+l-1 ) S
1 \?(1 1) 1

V2

1
[1)-1- - -
\7(1) 1) [-1)

N

hence H? = A

1
‘—2(‘1)

Sch d.'nger
.--6 JE=+])

Hadamard Gate, H

—(11)+ ‘-1))

-[-1))

Table 5.15:  So we can completely specify the behavior of the [...]

Another important single qubit gate that I haven’t mentioned before, and which
is used in the algorithm I’'m going to describe, is the so-called Hadamard gate,
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named after the mathematician Jacques Hadamard for historical reasons.

It has this effect: [reads equation(s)] The Hadamard operation is like the
NOT operation, a square root of the unit operation. It’s its own inverse. But
unlike NOT, it doesn’t have a classical analog. By the way, the square root
of 2 factor is just there to normalize the states. Now, here’s the definition of
the controlled NOT gate in the Schrodinger picture. Look how simple it is: it
evolves a system of two qubits in the eigenstate x comma y of the observables
Z5 and Z into the state z comma zy. The ket © comma y is just another way
of writing the tensor product ket = ket y. And again, compare this with the
Heisenberg picture definition of the controlled NOT gate.

| (2o

e

Controlled-not gate Controlled-not gate A =
%00 4
Yy(1) = Y

VR FAC)
X5(1) = X, (i

o
9,(1)::2‘(0)\‘3’(83' /B

|x,y) = | x, xy) )| y)=|x,y) | x, xy)
|x7y)—»|x,xy)

2,(1)= 2,(0)

Table 5.16: Now, here’s the definition of [...]

The operation of the oracle is as follows: [reads equations]

»——A— >
(1> —fnot

 —p —p x X = —» x

—> —» vf(x) y —» —»

X,¥) = |, yf(x))

Table 5.17: The quantum network that solves our problem [...]

Now, for the algorithm. Our two qubits start in the state where they’re both
sharp with the value +1. We could think of that as the ‘blank state’ of our two-
qubit computer memory. By the way, when analyzing algorithms in general,
the algorithm should always start with a state where all the qubits that are not
given as part of the task are blank. That way your analysis will automatically
account for the resources required for any other initialization you might want
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to do. The quantum network that solves our problem contains a NOT gate,
three Hadamard gates, and the oracle. At time zero, the beginning of the
computation, the state of each qubit is the eigenvalue +1 eigenstate of its
Z-observable. So the overall state at time zero is the tensor product of those,
which we can write “1 comma 1”. Then, the second qubit encounters a NOT gate
which flips its Z observable to —1. Next, both qubits pass through Hadamard
gates. And we can just substitute from the definition of the Hadamard gate
what the state will be at time 2: [reads equation(s)] Then, the oracle acts on
the qubits—once. But neither of the Z-observables in the input is now sharp,
so we are presenting the oracle with four different inputs in different universes.

lw () =1,1)

Table 5.18: At time zero [...] Then, the second qubit [...]

Next, well, the oracle will in general take a long time to run but the running
time is a constant independent of the input, and we are not interested in what
it is at the moment. So let’s just call the time when its complete ‘time 3’. And
again, we can fill in what v of 3 will be. At this point, the computation isn’t
quite finished yet, we still have that final Hadamard gate to go. But let’s just
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look at this state. Suppose that f(1) does equal f(—1), so we can call them
both f. Then the state at time 3 will take this form. Which factorizes into a
tensor product. So we see that the qubits are still individually in pure states,
and the first cubit is in a state proportional to ket 1 plus ket —1. Okay, that’s
if f(1) equals f(—1). If they're unequal then f(1) must equal —f(—1), which
we can call ‘ f” again. And again, the qubits are each in a pure state. This time
qubit 1 is in a state proportional to ket 1 minus ket —1. If we can distinguish
those two states of cubit 1, we shall have determined whether f(1) and f(—1)
are the same or different. And that’s just what the final Hadamard gate does,
because Hadamard acting on [reads equation]:

HA (11 +1-1)) 1
v2
Hi(D-1-)) = I
v2
Hadamard Gate, H
H1Y = L{n:l-D)
V2 D=t = |v)= L{Lr)s]-10)-|1-1)-]-1.-f)
H-D = 15\1 1) = [ )| )
hence: HE\H !, and so: LOERICHELE [ ))'.‘I“‘r)'l"" "’)"]l"") | 1"):
HLl(D+-0) = I "]l') |"}1'i’)-|-")f
¥ Ivce)= Zrlrave-n)e)--)
Ho=(l0-l-0) = |1 V2
V2

Table 5.19: Although these computations were performed in |[...]

And we can summarize that as: at time 4, the state is proportional to ket
f(1)f(—=1) times some state of cubit number 2. So the Z-observable of qubit 1
now contains information that depends logically on the outcomes of the compu-
tations of both f(1) and f(—1). And it’s sharp. Although those computations
were performed in different universes between times 2 and 3, the interference
phenomenon effected by the Hadamard gate between times 3 and 4 combine
those values, and caused the answer to appear in qubit 1 in all the universes.
Zl is sharp at time 4.

31:03

Deutsch Algorith’m
N 2t

Table 5.20: The version I've showed you [...]

The problem solved by this algorithm has come to be known as the Deutsch
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problem. And the algorithm I've just described as the Deutsch algorithm. I
should say that that gives me slightly too much credit—the algorithm that I
originally proposed was somewhat less elegant and significantly less powerful
than this one. I refer you to the work examples to see in what way it was less
powerful. The version I’ve shown you was published in 1998 by Richard Cleve,
Art Ekert, Kiara Macchiavello, and Mike Mosca. The way this algorithm works
is typical of how quantum algorithms work in general—at least typical of those
that have been discovered so far.

»——A— > | —— >
t=0 t=1 t=2 | f|t=3 t=4 t=0 t=1 t=2 | f | t=3 t=4
[1> —not E » 11> not @ »

Table 5.21: [...] means that these computations are interference phenomena.
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Namely, we start out with the state of the system being an element of the
computational basis. That is to say we prepare the Z observables with partic-
ular initial values. And the first thing we do is unsharpen those observables,
so that they contain many possible values. In our case, all four possible values.

That unsharpening is a quantum operation. Then, we perform a classi-
cal reversible computation using coherent quantum components. In our case,
that’s the computation of f by the oracle. But this computation is being done
with different inputs in different universes, giving different outputs too, and
then these outputs are somehow combined using another quantum operation
which gives a sharp answer in this case, and more generally as sharp as possible
an answer as the output. And that means that these computations are inter-
ference phenomena. Observables which are sharp become unsharp, and then
sharp again. An algorithm which performs multiple classical computations on
unsharp inputs and then combines them is said to be using ‘quantum paral-
lelism’. That’s because, as I've shown, the process is reminiscent of classical
parallel computation, with the difference that you don’t need a second copy of
the oracle. You use the parallel universe counterparts of the one you're given.

Table 5.22: [...] That unsharpening is a quantum operation.

Okay, so by using this quantum algorithm, we’ve gained a factor of 2 in speed.
But the real significance of the existence of this algorithm is not its speed,
it’s the fact of being able to manage with just one evaluation of f to obtain
information that depends logically on both values. It’s the fact that during
that function evaluation, something is going on that cannot be analyzed as the
sequence of states in which each computational observable has a single value.
This is the characteristic of this new mode of information processing, which
is not the implementation of any classical algorithm, and performs a task that
no classical algorithm can perform. The ability to perform this particular task is
unlikely to have any practical application though. Well, in some very contrived
circumstances it just might—say you have a time limit by which you have to
perform a very important computation that consists of evaluating f(1)f(—1)
for some complex algorithm f. As I said, the real significance is theoretical.
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But next time, I'll describe an amazing quantum algorithm, again using
quantum parallelism, that is both theoretically interesting and likely to be

N useful in a wide range of practical applications.

Algorithmic'searching

=

s

('} W
6: Grovers Search Algorithm

Table 5.23: [...] both theoretically interesting and likely to be useful [...]



Chapter 6

Grover’s Search Algorithm

Today I am going to describe a remarkable quantum algorithm which was
invented by Lov Grover in 1996. It’s a search algorithm suitable for a very broad
category of computational tasks known as algorithmic searching. Algorithmic
searching is just exhaustive searching for a number with a given mathematical
property. It’s a programmer’s last resort in addressing computational tasks
where there’s a quick way of verifying that a given number is the answer once
you have it, but no easy way of constructing the answer. In other words, the
task is: we’re given a criterion for whether a number is the answer or not.
We're given it in the form of an algorithm F' that delivers an output +1 or
—1 where —1 means that the input meets the criterion and +1 that it doesn’t.
And we have to find a value ¢, the target value, such that F(t) = —1.

Algorithmic Searching

Given an algorithm F,
find a number t
such that F(t)=-1

Table 6.1: It’s a programmer’s last resort [...]

Suppose there are N possible values that have to be searched and suppose for
simplicity that IV is exactly 2 to the L for some integer L, so that we can encode
each possible value uniquely in a register of L qubits. By the way, note that
the conventional representation for binary numbers stored in qubits is that the
eigenvalue +1 state represents the binary digit 0, and the —1 state represents
the digit 1 (see pic above). Anyway, suppose that there’s exactly one value
that meets the criterion in the range that we want to search. that’s the target
value t with F'(t) = —1. For all other values x not equal to ¢, F(z) = +1 and
we're given a classical reversible algorithm for evaluating F' on an arbitrary L

91
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bit input. Like last time, we’re given this in the form of an oracle. It’s some
sort, of computer operating coherently on a certain number of qubits that we
can give it as input, and then get out again after a fixed period. But we're
not allowed to look inside it. Now that models the fact that we’re only doing
this search in the first place because we’ve exhausted all ways of simplifying
the problem analytically, and we’re looking for an exhaustive search algorithm,
one that doesn’t depend on our knowing anything about the structure of the
function F. So, the oracle computes F' on an L bit input and gives us a
1 bit output—whether it meets the criterion or not. But again, because of
reversibility it must actually have the same number of outputs as inputs so it
must operate something like this.

-
Searching for a unique target value t [ — —]
X =X
— =
i E
F(t)=—-1 |1 F
F(x)=1 (Vx=t) 1 qubit: Y —— —yF(x)

Table 6.2: Like last time, we’re given this in the form of an [...]

For inputs x and y, where x can take one of 2 to the L values and y can take
one of 2 values + and —1, it gives an output = and yF(x). So the oracle as a
whole operates on L + 1 cubits. And it may also contain an unknown number
of internal qubits that we never see. How many evaluations of F—how many
invocations of the oracle—are we going to need to find the unique value of ¢
such that F(t) = —1? Well, by similar argument to last time, it’s clear that
we may need to invoke the oracle as many as N — 1 times. It’s N — 1 rather
than N because if the conditions of the task say that there’s exactly one value
meeting the criterion, and we’ve checked all but one possible values, then we
know that the answer is the remaining value. But that’s the only break we get.
We could check the values randomly and then on average we’d probably need
about % oracle invocations—probably. Using quantum computation in which
the oracle receives different inputs in different universes, we can do a great deal
better than that. And that’s what Grover’s algorithm does.

Grover’s algorithm uses three simple subroutines, so I'll describe those sep-
arately first and then put them together. The first subroutine involves the
Hadamard gate that I introduced last time. It consists of applying a Hadamard
gate to each of L qubits. In our case, it’s the L cubits in our L qubit register,
like this. T'll call this operation “bold face H” to distinguish it from a single
qubit Hadamard gate. The algorithm begins, as I advocated last time, with all
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L of these qubits in their blank initial state, where they all have sharp values
+1. And I'll call that state ket 0, to state if L qubits all in state +1. The effect
of H on the blank state is H on plus, plus, plus and so on, which equals 1 over
root 2 to the L times ket plus plus ket minus times ket plus plus ket minus
and so on, L factors in the tensor product. This state of the L qubits plays an
important role in the analysis of this algorithm, so let me give it a name: pu.

,w,
{H
H

1

& )
[ -H}- T2
2 e

Gl A
H

Grover's Algorithm t ]
Uses three subroutines =
(which I shall call H, M and B.)

Table 6.3: Grover’s algorithm uses three simple subroutines |...]

So, H acting on ket 0 equals ket u. And since the Hadamard gate is its own
inverse, it must also be true that H acting on ket p equals ket 0. If we multiply
out u, we see that it consists of a superposition of states with all IV, or 2 to the
L, possible sequences of plus and minus values—representing the 2 to the L
possible values of x. Hence, if ket x is any computation basis state, the scalar
product of x with u is 1 over root N. Okay, the next subroutine involves the
oracle, with its L qubits to hold the argument of F' and its one auxiliary qubit.
I’ll call this the marking subroutine M—you’ll see why in a moment.

Subroutine M starts. Subroutine M starts. Subroutine M starts,

DL e il ) Aofefn}- I 0

1
)

Table 6.4: T'll call this the marking subroutine M [...]

It starts with the auxiliary bit being put through a NOT gate and then a
Hadamard gate. That’s just to prepare it in the state 1 over root 2 ket plus
minus ket minus. With that as the input for the auxiliary qubit, the effect of
the oracle on the sharp state of the first L qubits with the value x is—well as
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always, = passes through unchanged, and the value of F'(z) is exclusive or-ed
into the auxiliary qubit, which in this case just multiplies the overall state by
F(z). That means that the auxiliary qubit is left unchanged. M could run
repeatedly, just recycling the same qubit which never changes. So, it never
receives any information. Which means in turn, that the first L qubits never
receive any information from it. So these first L qubits by themselves evolve
autonomously. Which means, as I said in Lecture Four, that they undergo
coherent evolution during the process M. And the effect of M is that of a
unitary matrix acting on the state of those L qubits alone.

v

[Z] &

H o ®
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i
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N
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=

Table 6.5: And the effect of M is that of a unitary matrix |...]

So we don’t have to mention the auxiliary qubit explicitly when we analyze
algorithms involving M, just as we don’t explicitly mention the unseen qubits
in the oracle when it computes F'. The net effect of M on the L qubits holding
x can be summarized as: M acting on z is F(z) times x, explicitly the unitary
matrix that is M is unit matrix minus 2 times ket ¢ bra t.

Mt t

M[x)=|x) (vx=t)

M}x>fF(x)‘x> .
M=1-2 t\/\'t Mu)=N2MY | x)
i
N*e F(x)|x
M|e) = -|¢) P

Mlx)=[x) (vx~t) M|p) = |u)-2n 22 [e

Table 6.6: Now you can see why I called this [...]

That’s because the computation basis states are orthonormal, so M operating
on t is minus ket ¢ and M operating on any other computation basis state
leaves the state unchanged. Hence also, the effect of M on the state p is Mu
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equals 1 over root N times M [on] the sum of all possible values of x of ket
x, which equals 1 over root N times the sum of F(z) times z. Now, for all
but one value of x, F(x) is one, only F(t) is minus one. Now you can see
why I called this the “marking operation” —it “marks” the target term in the
superposition by changing its sign. And we can write the effect of M in terms
of states I've already named like this: My equals g minus 2 over root NV ket t.
The third subroutine, which I'll call B, is just marking the blank state. Or for
convenience actually we are going to mark everything but the blank state. So,
this operation is like M, except that instead of the oracle it uses a network that
performs the NAND operation on all L inputs, and exclusive OR’s the resort into
the auxiliary qubit. That means that for computation basis states inputs the
auxiliary qubit is flipped unless the first L inputs are all +1. And we’ll use
the same trick of using a Hadamard gate to prepare the auxiliary qubit in the
state 1 over root 2 ket plus minus ket minus, giving us an L qubit operation
B. The effect of B is: [that] B on the blank state zero equals plus the blank
state, and B on any other computation basis state is minus that state. So B
is the unitary matrix 2 ket 0 bra 0 minus the unit matrix.

The Subroutine
(The same as M, but with F(x)=nand(all bits of x))

s i) 45

- 2[oo]-1 H|0) = | 1) ?'.‘“l)v -1))(|1)+|-1)) H[0) = | i) = 27 (|1) +|-1)) (| 1) |- 1))

Table 6.7:  So B is the unitary matrix [...]

Those are the ingredients of Grover’s algorithm. All of them are operations
on L cubits. There’s the operation H which transforms the blank state to the
grand superposition u, and viceversa; M which marks the target state; and B,
which marks all computation basis states except the blank state.

Grover's Algorithm Grover's Algorithm

Grover Iteratior
| 0) —fi—EHEHEHE- | o)~ E-EHEHE EHEHEHE EHEHEHE EHEHEHE

G- = HBHM - G = HBHM

Grover’s algorithm consists of starting with a blank initial state, perform H
which makes the state p, and then perform a certain number of iterations of
the sequence: M, then H, then B, then H again. So the net effect of such
an iteration, called the Grover iteration, on an arbitrary state, is given by
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the unitary matrix HBHM. They're in reverse order to the order they’re
performed in because it’s the right-most factor that hits the ket first. We’ll see
in a moment how many of these Grover iterations you have to do. That’s it.

Now, what does all that do and why does it work? There’s a beautiful ge-
ometric interpretation of what it’s doing. Let’s take a look at a 2 dimensional
plane through the 2 to the L dimension Hilbert space of these L qubits. The
plane is defined as the one containing both the target state ¢ and the superpo-
sition pu. Now, t and u are very nearly orthogonal for large N, but never quite
orthogonal, their scalar product is 1 over root N. Let’s define a state that is
orthogonal to t here. Call it ¢. And now consider a family of states all lying
in this plane. cos# times ¢ plus sin @ times t, where 6 is a real parameter.

16:30
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Table 6.8: So B is the unitary matrix [...]

The state that we want to end up in, namely ket t, is in this parameterized
family with 6 equals m by 2. And at the moment after our initial Hadamard
operation, just before we start the iterations, we’re in the state p which is also
of this form but with 6 equals arcsin of 1 over root N. For a general state of
this form, what’s the effect of one Grover iteration?

2] ]

X \f\ » A I':'u)
g %> = costlo +sntle

) ol Y1 [M-le> ( o)

A cosB|e) +sinb|t) - 0>

Grover iteration: WS
> What s HBHM] ()7
M[p(0)) = M w(m)) =M(c )
/ o) = ey el M| w(9)) = M(cose|e) +sine|¢)) M[w(9)) = M(cose|#) +sin 1))
> B - = cose|e)-sins|t) = cos|e)-sins|t)
= cose|o)sns]e) 5 Al

)=z =

Well, the Grover iteration begins with an M operation and we know what
the effect of M is. It changes the sign of the coefficient of the target ket ¢, and
leaves all other computation basis states unchanged. Hence the effect of M on
the general state in this plane is to reflect it in the horizontal axis. After M,
we do HBH. And we can simplify that if we just substitute what H and B
are as unitary matrices. We get HBH equals 2 ket u bra pu — 1, which has
no effect on the state p but changes the sign of any state perpendicular to p.
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In other words, the effect of HBH on an arbitrary state in this plane is to
reflect it in the line u. The product of these two reflections, namely the Grover
iteration as a whole, is a rotation. You can easily prove that it’s a rotation
through an angle 2 arcsin 1 over root N; exactly twice this angle. And in the
anti-clockwise direction—in other words, towards t. So each Grover iteration
rotates the state a little closer to our target, until we go past it and get further
away from it again. So it’s vital to choose the right number of iterations.

AT Ie>

[ i
//' > L34

The Grover iteration HBHM

is a product of two reflections
which is a rotation

through twice this angle

Grover iteration:
What is HBHM|w(0))?

HEH =H(2|0)(0|-1)H
)

=(2|u)(u|-1)

HEH |u)=|u ‘

B
HEBH|¥())

The right number will be: 7 over 2 divided by this angle that the rotation
rotates the state by, except that because we start the rotation at half that
angle away from the horizontal, that means that the state will be closest to
the target t after the integer part of that number of operations, namely floor of
m over 4 arcsin 1 over root 10. Roughly speaking, that’s a constant times the
square root of N. So, Grover’s algorithm completes its search using about the
square root of the number of oracle calls required using classical computation.
That’s a tremendous saving. You can search a million possibilities in only
about a thousand iterations. A trillion possibilities in only a million iterations.

) (&>
A A
« « 2
7y HBHM|W) ; /,nauM|u> < (HBHM) I"'>
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Ho! rations are required? How many iterations are required? MY Ip)
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. = ——=— = floor| ———= N
angle angle 4sinNV2 N

Now, just a small detail. The state at the end won’t have exactly hit the
target state. Except when N equals 4, by the way, you might like to check
that interesting special case where a single oracle call is actually enough to do
the whole search. But for all other values, the output of Grover’s algorithm
is not a computation basis state at all, it’s a state of the L qubits that’s close
to but not equal to the target state. Does that matter? It doesn’t, because,
well, suppose Grover’s algorithm delivers a state coselt) 4 sine|¢). From the
argument I’ve just given, we can expect epsilon to be less than about 1 over
root N which is very small. Well, suppose we then measure the output value of
the L qubits and check whether it’s correct—whether it’s the value such that

" HBHM)[>
HBHM|s)

)
(2

The Grover iteration HBHM

\
t) coselt)+sine|o)
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F(t) = —1. We can do that very easily by using the oracle one more time, this
time with the auxiliary qubit initially blank with the sharp value 41 like this,
and then running the oracle will flip the sign of the component that goes with
ket ¢t and leave the other one alone.

Grover's aigorithm

EMEAE R =M:
Grover's algorithm Grover's algorithm EHgG [G E
— —1 — Grover Reratons L g 7
[=8956=( o) fcen)
Grover iterations 1 ? Grover iterations 1 ? = cm‘l" 1)”‘1"“"1)
(cosele)+sinela]1) (e n) (cosel)+smea)lt) (e<n) # = (cose|t, 1)+ sine|o,1))(cose(t, 1|+ sine(p,1)
~ cose|t, 1)+sine|,1) - cosz|t, 1)+ simels;]) (Z)-Tl'sh’
= (cose(t, 1| +sine(,1]) 7 cose|t, 1) +sine]e, 1))
--cos’e+sin' e
= -1+0(1/N)

What is then the expectation value of the Z component of that auxiliary cubit?

If the output had been sharply at the target value, then Z for the auxiliary
qubit would also be sharp with value —1. If it’s expectation value is anything
above that, that means that the answer was wrong in some universes—and we
can work out how many. The expectation value of Z is Trace of pZ. And p for
this pure state is this [equation appears on screen]. The expectation value of
Z is this [screen gets updated with new equation|. So we get the expectation
value minus cos squared epsilon + sin squared epsilon, which is —1 plus the
order of epsilon squared. So, the probability of seeing a wrong answer—that
is, the proportion of universes in which the answer will be wrong—is of order 1
over N. Very small. In practice, many other small errors will be introduced by
physical factors such as noise, or the fact that the computer doesn’t perfectly
match its ideal design. But it’s in the nature of algorithmic searching that we
can’t be lead astray by such errors. We check the result and in the rare cases
when it’s wrong we just run the algorithm again.

Grover's algorithm also works in cases
where there are M values &3, &3, ... tw,
each satisfying F(¢)=-1.

It then requires about JN/* oracle invocations.

You'll see in the worked examples that Grover’s algorithm can also be used
in cases where more than 1 value satisfies the target criterion, and that it
speeds up such searches by the same factor. It has been proved that the
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algorithm is optimal—that is, no algorithm quantum or classical can ever do
an exhaustive algorithmic search than Grover’s. Though bear in mind that the
proof of this applies only to the oracle version of the searching task, which is
an idealization. In real life algorithmic searches, we often do know something
about the structure of the function we’re investigating. And this knowledge
can be used to speed up searching. The possibility is still open that in some
cases it speeds up quantum searching by more than classical searching. In
other cases though, it offsets the benefit of quantum searching altogether. I
once mentioned in a popular article about quantum computers that one day,
Grover’s algorithm will be used to make super powerful chess playing machines.
My thought was that since the best classical chess playing algorithms work
by exhaustively searching all possible continuations of the game from a given
position, Grover’s algorithm would allow one to search the square of the number
of possibilities in given number of steps—a huge improvement. But no, as was
pointed out by Richard Cleve, the nature of that kind of search which has a tree
like structure is that most of the work of computing any of the final positions
is shared with many other final positions. And under those circumstances the
advantage of Grover’s algorithm over conventional tree searching disappears.
And the same seems to be true of game-playing in general. Though I should
add that that doesn’t rule out the possibility that there may be other quantum
algorithms for playing certain games.

Grover’s paper in which he first published his algorithm was called “a fast
quantum mechanical algorithm for database search”. That’s a slightly mis-
leading name because the algorithm is probably at its least useful in searching
databases. First of all, if your database is a custom-built physical object like
an oracle, containing essentially a read-only memory of N bits or N qubits,
then it would surely be easier just to store the single value ¢ and it could just
tell you that value on request and you wouldn’t have to do any searching. On
the other hand, if the database is not known in advance, or if the query you're
going to make is not known in advance—suppose the data was some recently
gathered data from the search for extra-terrestrial intelligence and you want
to search it for a given pattern—well, then the act of reading the data into a



100 CHAPTER 6. GROVER’S SEARCH ALGORITHM

quantum computer memory or imprinting it permanently on an oracle is itself
a task that takes of the order of N operations. So, Grover’s algorithm would
only speed up database searching by perhaps a constant factor. And even that
factor might be swamped by the extra technological difficulty of doing coherent
quantum computations as opposed to incoherent classical ones. Or it might
not. But in any case, once there are quantum computers, Grover’s algorithm
will be unrivaled when it comes to algorithmic searching which includes a wide
variety of very important tasks. There’s a large number of tasks, some of which
currently take up a lot of computer time, where there’s at present no known
alternative but the hard slog of try F(1), try F(2), try F'(3) and so on. And
where having tried any number of such guesses gives you little or no useful
information about where the target may be among the remaining possibilities.
Perhaps the archetypal case of this is “crypt-analysis”—the science of reading
encrypted messages. One of the basic computational tasks of cryptanalysis
comes up when we know the cryptographic system that was used by the writer
of an encrypted message, but we don’t know the key that they used for that
session. We know the decoding algorithm but not the key that would make
it decode the cipher text correctly. Say we have an encrypted message and
ciphertext ¢, and we know that the original plain text was written in English,
say. To solve that problem by algorithmic search means to try one value of
k after another until we find one for which the decoding algorithm yields a
message that seems to be an English text.

A message m has been encrypted to form a cyphertext

A basic crypltanalyltic task: Find n
We know « and the decoding algorithm D where

but we don't know the key

S f 3
ol OOl [ |
SR
If all else fails, we try all possible values of & until we find | 5 ? ‘w
y & |
one for which D.() makes sense as a message 11
' ‘NP-comp'fej:e'
5\ - ‘Efficient’ means requiring at most a
L ¢ power of logN computational steps

The Complexity Class NP
A computational task with input
parameter N is in NP if there exists
an efficient’ classical algorithm for
recognising a solution.

More generally, the problems for which algorithmic search is useful are in
the complexity class called NP. Basically, problems where it’s easy to recog-
nize a solution once you have it. And they especially include the important
subset of NP called NP-complete, which includes problems such as the travel-
ing salesman problem. Grover’s algorithm will speed up the solution of such
problems by a factor of root N. That doesn’t make such problems tractable
on a quantum computer in the language of complexity theorists, because the
technical definition of a tractable task is one which for very large N requires
only some power of log N steps. But if you're a programmer contemplating an
algorithmic search of a trillion possibilities to solve some vital design problem
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or whatever, it will be a great help to have a great of doing that that uses only
a million function calls instead of a trillion. With cryptanalysis, the numbers
are much larger still. And in general, the harder the task is the greater the
advantage Grover’s algorithm will confer.

Let me try to give a feel for the numbers involved. Imagine some future
quantum computer that’s performing Grover’s algorithm. Say it has a quantum
processor capable of performing 100 million calls of a criterion F' per second.
And suppose its engaged in a particularly arduous search through a space of
10 to the 30 possible solutions looking for the one with F(t) = —1. How long
will that take? Well, it will require about 10 to the 15 calls of F', which at a
hundred million calls per second, will take about 10 to the 7 seconds, or about
4 months. A classical computer with the same processor speed would require
about 5 times 10 to the 29 calls of F' which would take it 5 times 10 to the 21
seconds, or very nearly the age of the universe.

That’s the size of the practical benefit of the quantum search algorithm
over the classical. But the theoretical implication is even more mind boggling.
Because we know how Grover’s algorithm works. It isn’t just doing 10 to
the 15 evaluations of F' in parallel, which you could mimic classically, by say,
making all the computers on Earth work on nothing but this problem. The
quantum processor is doing 10 to the 30 possible computations of F' in parallel
every time it’s invoked. If all the silicon in the whole of our planet were made
into microchips of one cubit millimeter each, and they were all set performing
different computations, there would still be fewer distinct computations going
on in that giant parallel computer than there would be in a single quantum
processor performing Grover’s algorithm.

That’s a measure of the complexity of structure and process that exists in
ordinary matter just beyond our perception because quantum processes are of
course going on all the time everywhere. In a quantum computer some small
part of that complexity is put to good use.
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