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PREFACE

“In the twenty-first” century it is reasonable to expect that some of the most
important developments in science and engineering will come about through inter-
disciplinary research. Already in the making is surely one of the most interesting
and exciting development we are sure to see for a long time, quantum computation.
A merger of computer science and physics, quantum computation came into being
from two lines of thought. The first was the recognition that information is physical
which is an observation that simply states the obvious fact that information can’t
exist or be processed without a physical medium.

At the present time quantum computers are mostly theoretical constructs. How-
ever, it has been proved that in at least some cases quantum computation is much
faster in principle than any done by classical computer. The most famous algorithm
developed is Shor’s factoring agorithm, which shows that a quantum compuiter, if
one could be constructed, could quickly crack the codes currently used to secure
the world’s data. Quantum information processing systems can aso do remarkable
things not possible otherwise, such as teleporting the state of a particle from one
place to another and providing unbreakable cryptography systems.

Our treatment is not rigorous nor is it complete for the following reason:
this book is amed primarily at two audiences, the first group being undergradu-
ate physics, math, and computer science majors. In most cases these undergraduate
students will find the standard presentations on quantum computation and informa-
tion science a little hard to digest. This book aims to fill in the gap by providing
undergraduate students with an easy to follow format that will help them grasp
many of the fundamental concepts of quantum information science.

This book is also aimed at readers who are technically trained in other fields.
This includes students and professionals who may be engineers, chemists, or biolo-
gists. These readers may not have the background in quantum physics or math that
most people in the field of quantum computation have. This book aims to fill the
gap here as well by offering a more “hand-holding” approach to the topic so that
readers can learn the basics and a little bit on how to do calculations in quantum
computation.

Finally, the book will be useful for graduate students in physics and computer
science taking a quantum computation course who are looking for a calculationally
oriented supplement to their main textbook and lecture notes.

XVii



xviii PREFACE

The goa of this book is to open up and introduce quantum computation to
these nonstandard audiences. As a result the level of the book is a bit lower than
that found in the standard quantum computation books currently available. The
presentation is informal, with the goal of introducing the concepts used in the field
and then showing through explicit examples how to work with them. Some topics
are left out entirely and many are not covered at the deep level that would be
expected in a graduate level quantum computation textbook. An in-depth treatment
of adiabatic quantum computation or cluster state computation is beyond this scope
of this book. So this book could not be considered complete in any sense. However,
it will give readers who are new to the field a substantial foundation that can be
built upon to master quantum computation.

While an attempt was made to provide a broad overview of the field, the
presentation is weighted more in the physics direction.



A BRIEF INTRODUCTION TO
INFORMATION THEORY

In this chapter we will give some basic background that is useful in the study of
guantum information theory. Our primary focus will be on learning how to quantify
information. This will be done using a concept known as entropy, a quantity that
can be said to be a measure of disorder in physics. Information is certainly the
opposite of disorder, so we will see how entropy can be used to characterize the
information content in a signal and how to determine how many bits we need to
reliably transmit asignal. Later these ideas will be tied in with quantum information
processing. In this chapter we will aso briefly look at problems in computer science
and see why we might find quantum computers useful. This chapter won't turn you
into a computer engineer, we are simply going to give you the basic fundamentals.

CLASSICAL INFORMATION

Quantum computation is an entirely new way of information processing. For this
reason traditional methods of computing and information processing you are familiar
with are referred to as classical information. For those new to the subject, we begin
with asimple and brief review of how information is stored and used in computers.
The most basic piece of information is called a bit, and this basically represents a

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.



2 A BRIEF INTRODUCTION TO INFORMATION THEORY

yes—no answer to a question. To represent this mathematically, we use the fact that
we're dealing with a two-state system and choose to represent information using
base 2 or binary numbers. A binary number can be 0 or 1, and a bit can assume one
or the other of these values. Physically we can implement a bit with an electrical
circuit that is either at ground or zero volts (binary 0), or a say + 5volts (binary 1).
The physical implementation of a computing system is not our concern in this book;
we are only worried about the mathematics and logic of the system. As afirst step in
getting acquainted with the binary world we might want to learn how to count using
base 2.

Before we do that, we need to know that the number of bits required to represent
something can be determined in the following way: Suppose that some quantity can
assume one of m different states. Then

2" > m (L1)

for some n. The smallest n for which this holds tells us the number of bits we need
to represent or encode that quantity.

To see how this works, suppose that we want to represent the numbers 0, 1, 2,
3in binary. We have four items, and 22 = 4. Therefore we need at least two bits to
represent these numbers. The representation is shown in Table 1.1.

To represent the numbers 0 through 7, we have 23 =8, so we need three bits.
The binary representation of the numbers O through 7 is shown in Table 1.2.

INFORMATION CONTENT IN A SIGNAL

Now that we know how to encode information, we can start thinking about how to
quantify it. That is, given a message m, how much information is actually contained
in that message?

A clue about how this quantification might be done can be found by looking
at (1.1). Considering the case where we take the equal sign, let’s take the base two
logarithm of both sides. That is, we start with

m = 2]1
TABLE 1.1 Binary

representation of
the numbers 0-3

Decimal Binary

0 00
1 01
2 10
3 11
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TABLE 1.2 Binary
representation of the
numbers 0—7

Decimal Binary

000
001
010
011
100
101
110
111

~No o~ WNPREO

Taking the base 2 log of both sides, we find that
log,m =n 1.2)

Equation (1.2) was proposed by Ralph Hartley in 1927. It was the first attempt
at quantifying the amount of information in a message. What (1.2) tells us is that
n bits can store m different messages. To make this more concrete, notice that

log,8=3

That tells us that 3 bits can store 8 different messages. In Table 1.2 the eight
messages we encoded were the numbers O through 7. However, the code could
represent anything that had eight different possibilities.

You're probably familiar with different measurements of information storage
capacity from your computer. The most basic word or unit of information is called
a byte. A byteis astring of eight bits linked together. Now

log, 256 = 8

Therefore a byte can store 256 different messages. Measuring information in terms
of logarithms also alows us to exploit the fact that logarithms are additive.

ENTROPY AND SHANNON'’S INFORMATION THEORY

The Hartley method gives us a basic characterization of information content in a
signal. But another scientist named Claude Shannon showed that we can take things
a step further and get a more accurate estimation of the information content in a
signal by thinking more carefully. The key step taken by Shannon was that he asked
how likely is it that we are going to see a given piece of information? This is an
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important insight because it allows us to characterize how much information we
actually gain from a signal.

If a message has a very high probability of occurrence, then we don’'t gain all
that much new information when we come across it. On the other hand, if a message
has a low probability of occurrence, when we are made of aware of it, we gain a
significant amount of information. We can make this concrete with an example.
A major earthquake occurred in the St. Louis area way back in 1812. Generaly
speaking, earthquakes in that area are relatively rare—after al, when you think of
earthquakes, you think of California, not Missouri.

So most days people in Missouri aren't waiting around for an earthquake.
Under typical conditions the probability of an earthquake occurring in Missouri
is low, and the probability of an earthquake not occurring is high. If our message
is that tomorrow there will not be an earthquake in Missouri, our message is a high
probability message, and it conveys very little new information—for the last two
hundred years day after day there hasn’'t been an earthquake. On the other hand, if
the message is that tomorrow there will be an earthquake, this is dramatic news for
Missouri residents. They gain a lot of information in this case.

Shannon quantified this by taking the base 2 logarithm of the probability of a
given message occurring. That is, if we denote the information content of a message
by I, and the probability of its occurrence by p, then

The negative sign ensures that the information content of a message is positive,
and that the less probable a message, the higher is the information content. Let's
suppose that the probability of an earthquake not happening tomorrow in St. Louis
is 0.995. The information content of this fact is

I = —log, 0.995 = 0.0072

Now the probability that an earthquake does happen tomorrow is 0.005. The
information content of this piece of information is

I' = —log, 0.005 = 7.6439

So let’s summarize the use of logarithms to characterize the information content in
asigna by saying:

o A message that is unlikely to occur has a low probability and therefore has
a large information content.

o A message that is very likely to occur has a high probability and therefore
has a small information content.

Next let’s develop a more formal definition. Let X be a random variable char-
acterized by a probability distribution p, and suppose that it can assume one of
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the values x1, Xo,..., X with probabilities p1, p2,..., pn. Probabilities satisfy
nglglandzlp,zl
The Shannon entropy of X is defined as

H(X)=—Y_ p;10g, p; (14)

If the probability of a given x; is zero, we use 0 log 0=0. Notice that if we are
saying that the logarithm of the probability of x gives the information content,
we can also view the Shannon entropy function as a measure of the amount of
uncertainty or randomnessin a signal.

We can look at this more concretely in terms of transmitted message signals as
follows: Suppose that we have a signal that always transmits a“2,” so that the signal
is the string 22222222222 . . .. What is the entropy in this case? The probability of
obtaining a 2 is 1, so the entropy or disorder is

H=—-log,1=0

The Shannon entropy works as we expect—a signal that has all the same characters
with no changes has no disorder and hence no entropy.

Now let’s make a signal that’s a bit more random. Suppose that the probability
of obtaining a“1” is 0.5 and the probability of obtaining a“2” is 0.5, so the signd
looks something like 11212221212122212121112. .. with approximately half the
characters 1's and half 2's. What is the entropy in this case? It's

1 1 o 1 1 N 1 1

2 2%3732727

Suppose further that there are three equally likely possibilities. In that case we would
have

H= 1Io
=75 *7]

1 1 1 1
H=—-1| - — =1 — = 0.528 + 0.528 + 0.528 = 1.585
3 09, 373 00, 3 + +

In each case that we have examined here, the uncertainty in regard to what
character we will see next in the message has increased each time—so the entropy
also increases each time. In this view we can see that Shannon entropy measures
the amount of uncertainty or randomness in the signal. That is:

o If we are certain what the message is, the Shannon entropy is zero.

e The more uncertain we are as to what comes next, the higher the Shannon
entropy.

We can summarize Shannon entropy as

Decrease uncertainty = Increase information

Increase uncertainty = Increase entropy
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Now suppose that we require |; bits to represent each x; in X. Then the average bit
rate required to encode X is

Ry = Z li pi (1.5
i=1

The Shannon entropy is the lower bound of the average hit rate
H(X) < Rx (1.6)
The worst-case scenario in which we have the least information is a distribution
where the probability of each item is the same—meaning a uniform distribution.
Again, suppose that it has n elements. The probability of finding each x; if the
distribution is uniformis 1/n. So sequence X with n elements occurring with uniform
probabilities 1/n has entropy — " 21og, 2 = 3" 2logn = logn. This tells us that

the Shannon entropy has the bounds

0< H(X) <logyn 2.7

The relative entropy of two variables X and Y characterized by probability
distributions p and q is

HXIY) =Y p |092§ ——HX) - Y plogyq (19)

Suppose that we take a fixed value y; from Y. From this we can get a conditional
probability distribution p(X|y;) which are the probabilities of X given that we have
yi with certainty. Then

H(X[Y) == p(x;ly)108,(p(x;1y:)) (1.9)
J

This is known as the conditional entropy. The conditional entropy satisfies
H(X|Y) < H(X) (1.10)
To obtain equality in (1.10), the variables X and Y must be independent. So
H(X,Y)=HY)+ HX|Y) (1.12)

We are now in a position to define mutual information of the variables X and
Y. In words, this is the difference between the entropy of X and the entropy of X
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given knowledge of what value Y has assumed, that is,
I(X|Y)=H(X)— H(X|Y) (1.12)
This can also be written as

[(X|Y)=HX)+ HY)— H(X,Y) (1.13)

PROBABILITY BASICS

Before turning to quantum mechanics in the next chapter, it's a good idea to quickly
mention the basics of probability. Probability is heavily used in quantum theory to
predict the possible results of measurement.

We can start by saying that the probability p; of an event x; fallsin the range

O<pi<l1 (1.14)

The two extremes of this range are characterized as follows: The probability of an
event that is impossible is 0. The probability of an event that is certain to happen
is 1. All other probabilities fall within this range.

The probability of an event is simply the relative frequency of its occurrence.
Suppose that there are n total events, the jth event occurs n; times, and we have
Y24 n; = n. Then the probability that the jth event occurs is

0
pi=" (115)

The sum of al the probabilitiesis 1, since

o0 OOnA 100 n
ZPJ‘=Z;]=;Z”J‘=;=1 (1.16)

j=1 j=1 j=1

The average value of adistribution is referred to as the expectation value in quantum
mechanics. This is given by

G =Y =3 s (1.17)
=" A

The variance of a distribution is

((AH?) = (j5 — (j)? (1.18)



8 A BRIEF INTRODUCTION TO INFORMATION THEORY

Example 1.1

A group of students takes an exam. The number of students associated with each score is

Score  Students

95 1
85 3
7 7
71 10
56 3

What is the most probable test score? What is the expectation value or average score?

Solution

First we write down the total number of students

n=Y nj=1+3+7+10+3=24

The probability of scoring 95 is

ni 1
=—-=_—=004
p1 n 24

and the other probabilities are calculated similarly. The most probable score is 71 with proba-
bility

ng 10
o
Pa=r T 0

The expectation value is found using (1.17):

(j) = Z J pj = 95(0.04) 4 85(0.13) + 77(0.29) + 71(0.42) + 56(0.13) = 74.3

In the next chapter we will see how to quantum mechanics uses probability.

EXERCISES

1.1. How many bits are necessary to represent the alphabet using a binary code if
we only allow uppercase characters? How about if we allow both uppercase and
lowercase characters?
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1.2. Describe how you can create an OR gate using NOT gates and AND gates.
1.3. A kilobyte is 1024 bytes. How many messages can it store?
1.4. What is the entropy associated with the tossing of a fair coin?

1.5. Suppose that X consists of the characters A, B, C, D that occur in a signal with
respective probabilities 0.1, 0.4, 0.25, and 0.25. What is the Shannon entropy?

1.6. A room full of people has incomes distributed in the following way:

n(25.5) =3
n(30) =5
n(d2) =7
n(50) =3
n(63) =1
n(75) =2
n(90) =1

What isthe most probable income? What is the average income? What isthe variance
of this distribution?






QUBITS AND QUANTUM
STATES

In this chapter we will expand on our discussion of the qubit and learn some basic
facts and notation that are necessary when learning how to work with quantum
states.

THE QUBIT

In the last chapter we saw that the basic unit of information processing in a
modern-day computer is the bit, which can assume one of two states that we label
0 and 1. In an analogous manner, we can define a basic unit of information pro-
cessing that can be used in quantum computation. This basic unit of information
in quantum computing is called the qubit, which is short for quantum bit. While
a qubit is going to look in some way superficialy similar to a bit, we will see as
we go along that it is fundamentally different and that its fundamental difference
allows us to do information processing in new and interesting ways.

Like a bit, a qubit can aso be in one of two states. In the case of a qubit, for
reasons that for the moment will seem utterly obscure, we label these two states

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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12 QUBITS AND QUANTUM STATES

by |0) and |1). In quantum theory an object enclosed using the notation | ) can be
called a state, a vector, or a ket.

So how is a qubit any different than an ordinary bit? While a bit in an ordinary
computer can be in the state O or in the state 1, a qubit is somewhat more general.
A qubit can exist in the state |0) or the state |1), but it can also exist in what we
call a superposition state. This is a state that is a linear combination of the states
|0) and |1). If we label this state |v/), a superposition state is written as

V) = «|0) + B[1) 21

Here «, B are complex numbers. That is, the numbers are of the form z=x +1iy,
where i = /—1.

While a qubit can exist in a superposition of the states |0) and |1), whenever
we make a measurement we aren’t going to find it like that. In fact, when a qubit is
measured, it is only going to be found to be in the state |0) or the state |1). The laws
of quantum mechanics tell us that the modulus squared of «, 8 in (2.1) gives us the
probability of finding the qubit in state |0) or |1), respectively. In other words:

|a|?: Tells us the probability of finding |v) in state |0)
|8|%: Tells us the probability of finding |y) in state |1)

The fact that probabilities must sum to one puts some constraints on what the
multiplicative coefficients in (2.1) can be. Since the squares of these coefficients
are related to the probability of obtaining a given measurement result, « and 8 are
constrained by the requirement that

lel?+ (812 =1 (2.2)

Generally speaking, if an event has N possible outcomes and we label the prob-
ability of finding result i by p;, the condition that the probabilities sum to one is
written as

N

Y pi=pitpat-+py=1 (23

i=1

When this condition is satisfied for the squares of the coefficients of a qubit, we
say that the qubit is normalized.
We can calculate the modulus of these numbers in the following way:

|| = (e) ()
1812 = (B)(B")

where o* is the complex conjugate of & and B* is the complex conjugate of 5. We
recall that to form the complex conjugate of z=x +iy, we let i — —i. Therefore
the modulus of a complex number z is
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1zI? = (x +iy)(x —iy) = x>+ ixy —ixy + y°
= |z] = Vx2+ 2

Right now, it might seem as if we have traded in the reliability of a classical
computer for a probabilistic guessing game. Later we will see that this isn’t the
case and that these strange propeies actually make a qubit an asset, rather than a
liability, in information processing. For now let’s look at a couple of examples to
reinforce the basic idess.

Example 2.1

For each of the following qubits, if a measurement is made, what is the probability that we find
the qubit in state |0)? What is the probability that we find the qubit in the state |1)?

@ ly) = \[Il

(b) 1¢) = 510) + £|1)

_( +i)
© Ix)= 7

V3

Solution

To find the probability that each qubit is found in the state |0) or the state |1), we compute the
modulus squared of the appropriate coefficient.

(8 In this case the probability of finding |v) in state |0) is

7

3
The probability that we find |y) in state [1) is
2
NZI:
V3 3

When doing calculations in quantum mechanics or quantum computation, it is always a good
idea to verify that the probabilities you find add to 1. We can label the probability that the
system is in state |0) po and the probability that the system is in state |1) p;. In the context of
this example pp = 1/3 and p1 = 2/3, hence

+=1

Wl =
wIlN

Zl’i=PO+P1=
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(b) The next state has coefficients that are complex humbers. Remember we need to use the
complex conjugate when calculating the modulus squared. We find that the probability

of the system being in state |0) is
AV EAYIARE!
\2 2) 2 2) 4

V3 i
The probability that the system is in state |1) is

2

i 3
6) =510+ —-11). = po=

2

V3[© 3
2 4
Again, we check that the probabilities sum to one:
1 3

= —-4+2_1
dpi=potp=5+7

(c) Findly, for the last state, the probability the system isin state |0) is

1+i2_(1—i)<1+i)_1—i+i+1_g
V3l \v3/\v3/ 3 3

The probability that the system is in state |1) is

A (3 (3)-(5) (H)-3

Again, these probabilities sum to 1:

p+pi=z+-=1

wI N
wl =

VECTOR SPACES

While the basic unit of information in quantum computation is the qubit, the arena
in which quantum computation takes place is a mathematical abstraction called a
vector space. If you've taken elementary physics or engineering classes, then you
know what a vector is. It turns out that quantum states behave mathematically in
an analogous way to physical vectors—hence the term vector space. This type of
space is one that shares with physical vectors the most basic properties that vectors
have—for example, a length. In this section we are going to look at state vectors
more generally and talk alittle bit about the spaces they inhabit. We aren’t going to
be rigorous here, the purpose of this section isjust to introduce some basic ideas and
terminology. To avoid further confusion, let’s just get down to the basic definitions.
A vector space V is a nonempty set with elements u, v called vectors for which
the following two operations are defined:

1. Vector addition: An operation that assignsthe sumw = u + v, whichisalso an
element of V ; in other words, w isanother vector belonging to the same space
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2. Scalar multiplication: Defines multiplication of a vector by a number « such
that the vector ou eV

In addition the following axioms hold for the vector space V':

Axiom 1: Associativity of addition. Given vectors u, v, and w,

w+v)+w=u+ w+w)
Axiom 2: There is a vector belonging to V called the zero vector that satisfies
u+0=0+u=u

for any vector ue V.
Axiom 3: For every u eV there exists an additive inverse of u such that

u+(—u)=(-u)+u=0
Axiom 4: Addition of vectors is commutative:
u+v=v+u

There are other axioms that apply to vectors spaces, but these should suffice for
most of our purposes.

One particular vector space that is important in quantum computation is the
vector space C", which is the vector space of “n-tuples’ of complex numbers.
When we say “n-tuple” thisis just a fancy way of referring to an ordered collection
of numbers. Following the notation we have introduced for qubits, we label the
elements of C" by |a), |b), |c). Then we write down an element of this vector
space as an n-dimensional column vector or simply alist of numbers a;, ay, ...,
a, arranged in the following way:

la) =1 . (24)

This type of notation can be used with qubits. Look back at the general nota
tion used for qubit given in (2.1). We write this in a column vector format by
putting the coefficient of |0) in the first row and the coefficient of |1) in the second

row:
o
V) = (ﬁ)
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For a more concrete example, let’s take a look back at the qubits we examined
in Example 2.1. The first qubit was

V) = i|0> +\/§|1)
=75 3

Hence the column vector representation of this qubit is

1
3

In general, the numbers a; in (2.4), which we call the components of the vector,
are complex—something we've already mentioned.
Multiplication of a vector by a scalar proceeds as

al aal
ao adar

alay=a| . | =] . (2.5)
A ady

It's easy to see that this produces another column vector with n complex numbers,
so the result is another element in C". So C" is closed under scalar multiplication.

Vector addition is carried out component by component, producing a new, third
vector:

ay b1 ay + b1
a by az + by

la) + D) = +1.|= ) (2.6)
ay bn an + bn

This should all be pretty straightforward, but let’s illustrate it with an example.

Example 2.2

We want to define the vectors

and then compute 7|u) + 2|v).
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Solution

First we compute 7|u) by multiplying each of the components of the vector by 7:

-1 -7
TNu)y=7|7 | = |49
2 14

Next we compute the scalar multiplication for the other vector:

-

Now we follow the vector addition rule, adding the vectors component by component:
-7 0 —-740 -7
Tlu) +2lv) = | 49i | + =49 +4| =|4+49
14 8 1448 22

LINEAR COMBINATIONS OF VECTORS

In the previous example we calculated an important quantity, a linear combination
of vectors. Generally speaking, let «j be a set of complex coefficients and |v;) be a
set of vectors. A linear combination of these vectors is given by

n
a1|ve) + 2lva) + -+ @ulva) = Y ailvi) 2.7)
i=1
WEe've seen a linear combination before, when we considered a superposition state
of a qubit.
Now, if agiven set of vectors [v1), [V2), ..., [Vnh) can be used to represent any

vector |u) that belongs to the vector space V, we say that the set {|v;)} spans the
given vector space. For example, consider the three-dimensional vector space C3.
We can write any three-dimensional column vector in the following way:

o o 0 0 1 0 0
luy=1B8l=(0)+{B]|+]|0)|=|0]+B|1]+y]|0O
y 0 0 y 0 0 1

Therefore we see that the set of vectors defined as

1 0 0
[v))=10], Jv)=|1}), Jvsy=1{0
0 0 1
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Spans the space C2. We' ve aready seen a spanning set for qubits when we consid-
ered the basic states a qubit can be found in, {|0), |1)}. Recall from (2.1) that an
arbitrary qubit can be written as

V) = «|0) + B[1)

Writing this in column vector notation, and then using the properties of vector
addition and scalar multiplication, we have

w=(5)=(5)+(5)==(5)+#(3)

This allows us to identify the vectors |0) and |1) as

0= - ()

An important notion involving the linear combination of a set of vectors is that
of linear independence. If

ailvy) +aolva) + -+ aylv,) =0

and at least one of the «j # 0, we say the set {|v;)} islinearly dependent. Another way
of saying thisis that if one vector of the set can be written as a linear combination
of the other vectors in the set, then the set is linearly dependent.

Example 2.3

Show that the set

=) w2 =)

is linearly dependent; that is, one of the vectors can be written as a linear combination of the
other two.

Solution

We can show that |c) can be expressed as a linear combination of the other two vectors. Let’s
start out by writing |c) as some arbitrary combination of the other two vectors:

(&)=< (3)
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Now we actually have two equations. These are

a—p=5 =B=a-5
20+ =4

Substitution of g =« — 5 into the second equation gives
204+ (-5 =3a¢—-5=4,=a=3

So immediately we see that 8 = — 2. Using these results, we see that the following relationship
holds, demonstrating the linear dependence of this set of vectors:

3la) — 2b) + |c) =0

UNIQUENESS OF A SPANNING SET

A spanning set of vectorsfor agiven spaceV isnot unigue. Once again, consider the
complex vector space C2, consisting of column vectors with two elements. Earlier
we saw that we can write any arbitrary column vector with two elements in the

ollowing way: (Z) ) (3) . (g) —a (é) +h <(1)>

And therefore the set
1 0

spans C?, the vector space in which qubits live. Now consider the set:

() w=(

This set also spans the space C?, and this means that we can also use these vectors
to represent qubits. We can write any element of this space in terms of these vectors:
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Now we use the scalar multiplication rule to pull the constants «, 8 outside of

R CECETE
=2()+5()+5()-5(1)

Rearranging a bit, we find that
o+ B 1 oa—pB 1 o+ B oa—pB
(57) 0+ (527) () = (2 o (757 o

BASIS AND DIMENSION

When a set of vectors is linearly independent and they span the space, the set is
known as a basis. We can express any vector in the space V in terms of a linear
expansion on a basis set. Moreover the dimension of a vector space V is equal to
the number of elements in the basis set. We have already seen a basis set for C2,
with the qubit states |0) and |1):

0= - ()

As we have shown, any vector in C? can be written as a linear combination of these
two vectors; hence they span the space. It is also pretty easy to show that these two
vectors are linearly independent. Therefore they constitute a basis of C2.

A vector space can have many basis sets. We have already seen another basis
set that can be used for C? (and hence for qubits):

Jus) = G) luz) = (i)

In term of basis vectors, quantum states in n dimensions are straightforward gener-
alizations of qubits. A quantum state |y) can be written as a linear combination of
a basis set |v;) with complex coefficients of expansion c; as

n

W) = cilvi) = c1lva) + calva) + -+ + calvn) (2.8)
i=1

The modulus squared of agiven coefficient ¢; gives the probability that measurement
finds the system in the state |v;).



INNER PRODUCTS 21

INNER PRODUCTS

To compute the length of a vector, even if it's a length in an abstract sense, we
need a way to find the inner product. This is a generalization of the dot product
used with ordinary vectors in Euclidean space as you may aready be familiar with.
While the dot product takes two vectors and maps them into a real number, in our
case the inner product will take two vectors from C" and map them to a complex
number. We write the inner product between two vectors |u), |v) with the notation
(ulv). If the inner product between two vectors is zero,

(ulv) =0

We say that |u), |v) are orthogonal to one another. The inner product is a complex
number. The conjugate of this complex number satisfies

(uv)* = (vlu) (29)

We can use the inner product to define a norm (or length)—by computing the inner
product of a vector with itself:

llull = /(ulu) (2.10)

Notice that the norm is areal number, and hence can define a length. For any vector
[u) we have

{ulu) = 0 2.11)

with equality if and only if |u) = 0. When considering the inner product of a vector
with a superposition or linear combination of vectors, the following linear and
anti-linear relations hold:

(ulov 4+ pw) = a(ulv) + f(u|w)

(2.12)
(u + Bv|w) = o™ (uw) + B*(v|w)

To compute the inner product between two vectors, we must calculate the
Hermitian conjugate of a vector

(up)t = (ul

In quantum physics (u| is sometimes called the dual vector or bra corres-
ponding to |u).

If aket isacolumn vector, the dual vector or brais arow vector whose elements
arethe complex conjugates of the elements of the column vector. In other words, when
working with column vectors, the Hermitian conjugate is computed in two steps:

1. Write the components of the vector as a row of numbers.
2. Takethe complex conjugate of each element and arrange them in arow vector.
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Generally, we have
N
ax

az
=(af a3 ... a)) (213

an
With qubits, this is fairly easy. Let’s go back to the state

i V3
lp) = §I0> + 7|1)

The column vector representation of this state is

i

2
lp) = N
2

The bra or dua vector is found by computing the complex conjugate of each
element and then arranging the result as a row vector. In this case

04 2)

Using the dual vector to find the inner product makes the calculation easy. The
inner product (a|b) is calculated in the following way:

by

by n
(alby = (ai a5 ... a}) : =ai‘b1+a§b2+-~-+a,’;bn=Za;“b,~

: i—1

by

(2.14)

Example 2.4

Two vectors in C2 are given by

Find

@ (al, (b]
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(b) (a|b), (bla)
(©) ey =1a) +2lb), (cl|a)

Solution

(@) We consider |a) first. Begin by rewriting the elements in a row vector format. This is
known as the transpose operation:

(lah" =(-2 4 1

The Hermitian conjugate is then found by computing the complex conjugate of each
element:

(al=(a)’=(a)") = (-2 -4 1
A similar procedure for |b) yields
(bl=(1 0 —i)

(b) The inner product, from (2.14), is given by

1
0) =21+ 40+ 1% =—-2+i
i

@by = (=2 4 1 (

Remember, the inner product on a complex vector space obeys (alb) = (bja)*; therefore we
should find (bja) = — 2 —i. We verify this with an explicit calculation

-2
4,') =1"—-2404 4+ (—)'1=-2—i

(blay=(1 0 —i)
1

(c) We apply the rules of vector addition and scalar multiplication to obtain

-2 1 -2 2 —2+2 0
ley=la)+2b)=| 4 |+2|o|=|4 |+[o]=4+0|=| 4
1 i 1 2i 1+42i 1+2i

Therefore the inner product is

-2
4i) =0"(=2) + (-4i)(4) + (1 - 2))"1
1

=164+1-2i=17-2i

(clay =0 -4 1-2i) (

As an exercise, verify that the form of (c| is correct by computing the Hermitian conjugate
of |c).
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Example 2.5

Compute the norm of the following vectors:

—1
) = (i) ) = (31‘)
i

Solution

We start by computing the Hermitian conjugate of each vector. Remember, first take the trans-
pose of the vector and write the list of numbers as a row; then compute the complex conjugate
of each element:

(up” =@ 4), = wl=u)'=u"H =2 —4)
Ww=(1 3 =1 -3 -—i

We find that

) = 2 —4i) <421> —2%2+4 (—4i)*4i =4+16=20
-1
Wy = (=1 =3 —i)|3i | =-1%(-=1)+(=3) %3 + (=) xi=1+9+1=11

i

The norm is found by taking the square root of these quantities:

lull = v/(ulu) = +/20
vl = v/(vlv) = V11

ORTHONORMALITY

When the norm of a vector is unity, we say that vector is normalized. That is, if
(ala) =1

then we say that |a) is normalized. If a vector is not normalized, we can generate a

normalized vector by computing the norm (which is just a number) and dividing the

vector by it. For the vectors in the previous example, |u), |v) are not normalized,
since we found that ||u| = +/20 and ||v|| = +/11. But the vectors
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gy = = L,
Tl T V20
oy =2 L

ol ~ Vil

are normalized. This is easy to see. Check the first case:

(ue]u) (1(|)< |)> 1<I> 2 1
ulu) = —(u - i
/20 £/20 20 20
If each element of a set of vectorsis normalized and the elements are orthogonal

with respect to each other, we say the set is orthonormal . For example, consider
the set {|0), |1)}. Remember, we have the following definition:

0= u-()

Therefore, using (2.14), we have

00) = (1 0)(é)=1*1+0*0=1
O = (1 0)(2>=1*o+0*1_0
(1/0) = (0 1)(3):0*1“*0:0
(11) = (0 1)(2):0*0+1*1=1

By showing that (0|0) = (1|1) = 1, we showed the vectors are normalized, while
showing that (0]1) = (1]0) =0, we showed they were orthogonal. Hence the set
is orthonormal. Earlier we saw that any qubit could also be written as a linear
combination of the vectors:

() w= ()

Is this set orthonormal? Well the vectors are orthogonal, since
1
(ugluz) = (1 1) (_1> =1-1=0

But the vectors are not normalized. It's easy to seethat |ju1]| = |juz| = /2. We
can create an orthonormal set from these vectors by normalizing them. We denote
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these vectors by | + ) and | — ). Therefore another orthonormal basis set for C? (and

hence for qubitS) is
H_)_i(l) |_>_i< 1>

GRAM-SCHMIDT ORTHOGONALIZATION

An orthonormal basis can be produced from an arbitrary basis by application of
the Gram-Schmidt orthogonalization process. Let {|v1), |V2), ...}Vn), be a basis
for an inner product space V. The Gram-Schmidt process constructs an orthogonal
basis |wj) as follows:

|w1) = |v1)
(wilvz)
|wz) = |v2) — ———|w1)
(wilwy)
(wa|vn) (w2|v,) (wyp—1lva)
[wy) = |v,) — [w1) — lwp) — -+ — ——————|w,_1)
(w1|wz) (wz|wp) (wp—1|wy—1)

To form an orthonormal set using the Gram-Schmidt procedure, divide each
vector by its norm. For example, the normalized vector we can use to construct
lwp) is

lv2) — (w1lvz)|wi)

" vz) — (walva)[wa) |

|w2)

Many readers might find this a bit abstract, so let’ sillustrate with a concrete example.

Example 2.6

Use the Gram-Schmidt process to construct an orthonormal basis set from
1 0 3
lvi) =1 2], [va=| 1|, lva=|-7
-1 -1 1

We use a tilde character to denote the unnormalized vectors. The first basis vector is

Solution

[w1) = |v1)
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Now let's normalize this vector

1
(o)) = (1 2 —1)( 2):1*1-1—2*2-}—(—1)*(—1):1+4+1:6

= |w1) = e _ 1 %
Vi) V6 \ 4

Looking back at the algorithm for the Gram-Schmidt process, we construct the second vector
by using the formula

(w1|v2)

[w2) = |v2) — —————|w1)
(walwa1)
First we compute
0
(W1lv2) =(1 2 =1 1| =[1%x0+2%x1+ (-1 (-] =3
-1

We aready normalized |w;), and so
- 0
- wilvg) .
ji2) = vz — ~22l¥2) 1y 1) -
(wi|wy) -1

Now we normalize this vector

1
ol — (L o _1 2 _1o,, 11
alig) = (-5 0 =3)| of=, =3

1

2

So a second normalized vector is

S

[\

Il

=

B

Il

N
NI, O NI

Il
Sk esle
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We check to see that this orthogonal to |w1):

1
(w1|w2) 1(12 1 E)/é 1|:1+1]0
wilwy) = — — = |-y | =
ST | el veT 2
V2
Finaly, the third vector is found from
- (w1lv,) | - (w2|vs) .
|w3) = |vg) — ————|w1) — ———|w2)
(wi|wy) (wa|wz)

Now we have

3
1 1 3 1 4
1 = —_— —_— — :————:——:—2
(w2lvs) (2 0 2)( 1) 53 5

Therefore
_1
- - 3 1 2
12 2
[N IR I LR S Ul LR T ) Iy () I B
(w1fws) (w2|wz) 1 6 \_4 1)
2) |1
2

3 2 -2 3

=|-7|+ 41 + 0l =1|-3

1 -2 -2 -3
Normalizing, we find that

3
(walwz) =@ -3 -3 (—3) =9+9+9=27

Therefore

SRR NP B B4 N B (4 DU Y O
T Jslis) V2 \_3) T3\ 3) T B}

BRA-KET FORMALISM

In gquantum mechanics, once you have a state specified in terms of a basis it is
not necessary to work directly with the components of each vector. An aternative
way of doing calculations is to represent states in an orthonormal basis and do
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calculations using “bras’ and “kets.” We are adready familiar with this formalism,
remember a ket is just another label for the vector notation we have been using.
Examples of kets are

). 1#). 10)

We saw above that “bras’ or dual vectors are the Hermitian conjugates of the
corresponding kets. Abstractly, the bras corresponding to the kets above are

(Wl (ol (O

Let's demonstrate how to work in this formalism using an example.

Example 2.7

Suppose that {|u1), |uz), |uz)} is an orthonormal basis for a three-dimensional Hilbert space.

A system is in the state
) = |Ml \/ |M2 |Lt3

(@) Isthis state normalized?
(b) If ameasurement is made, find the probability of finding the system in each of the states
{lu), luz), |us)}

Solution

(@ We know that {|u1), |u2), |us)} is an orthonormal basis. To do our calculations, we rely
on the following:

(uilug) = (uzluz) = (ugluz) =1

(ualuz) = (uzlug) = (uzluz) =0
To show the state is normalized, we must show that

Wiy)=1

First we calculate the Hermitian conjugate of the ket |y):

W' =l = ( m) (fwz) ( |ua>>T
= %(uﬂ - (—i\/%> (uz| + %(ual
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Next we compute the inner product

<%(u1| +i\/17(u2| + f(usl) ( lu1) — \/7|u2 jélus >
) ( E) (urluz) + (%) (%) (ualuz)
) ( )+ (l\/%) (—\/g) (uzluz)
(%) (uolus) + (%) (%) (usluz)

(ﬁ)( \ﬁ )<“3'“2> (%)Wslw

Because of the orthonormality relations the only terms that survive are

(Y1)

|
gl -
=
[l
<
=8
+
TN
01|H
|

N
U'I|H
<
N
<

S

(ualui) = (uzluz) = (usluz) =1

1 [7 \/7 1
§<u1|u1>+ 15 G (uzluz) + 3<u3|u3)

_1+7+1_3+7+5_15_
~ 5 15 3 15 15 15 15

and so

(Wlr)

Therefore the state is hormalized. Another easy way to verify this is to check that the
probabilities sum to one.
(b) The probability that the system is found to be in state |u;) upon measurement is

Hugly)?

(ua|y) = (uil ( lu1) + \/7|M2 |u3 >

_i(u |u>+i\/j(u |M>+i(u |uz)
= Jglualu 15 alua) + 7 (ualus

So we obtain

1 |7 1
= —x14+i,/—*x04+ —x0=—
V5 15 V3 V5
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The probability is found by calculating the modulus squared of this term

p1 = usly)? ‘JE

For |uz) we obtain

(uzlr) = (uzl <£|u1 \/7|M2 Iua)
\/7 1
(uzlua) +i 15<142|142) \/é(uzlus)

/ 7
= 0 —
>x< +i 15

NN EAY N AT
“\"Ws)\'V15) T 15
Finaly, for |us) we find that

(uglyr) = (uz| ( lue1) + \/7|u2 |M3 )

5

= —(uglua) + i/ = (usluz) + —(uslus)
f 15 \/—
1 7 1 1

= —%04+i,/ =04+ —x1l=—
NG 15 V3 V3

Therefore the probability the system is found to be in state |us) is

MH

The probability is

p2 = lu2lyY)|? = 5

p3 = l(uzly))?

w I

[l -3

THE CAUCHY-SCHWARTZ AND TRIANGLE INEQUALITIES
Two important identities are the Cauchy-Schwarz inequality

(W) P < (Y |v)(glo)

and the triangle inequality

VW + o1y +6) < VW) +V(#lo)

31
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Example 2.8

Suppose
l¥) =3|0) — 2i[1), |¢)=10)+5[1)

(8) Show that these states obey the Cauchy-Schwarz and triangle inequalities.
(b) Normalize the states.

Solution
(a) First we compute (V|v), (¢|d):

(Wl = (0] + (=20)" (1] = 3(0] + 2i(1]
= (YY) = (3(0] + 2i(1])(3|0) — 2i[1))
= 9(0]0) + (2i)(—2i)(1]1)
=9+4=13

For |¢) we obtain

(¢l = (0 + 5(1
= (¢l¢) = ({0l +5(1)(|0) + 5/1))
= (0]0) + 25(1]1)
=1+25=26

The inner product (y|¢) is given by

(Ulg) = (3(01 + 2i(1))(|0) + 5[1))
= 3(010) + (2))(5)(1]1)
= 3+ 10i
= [(Y19)1* = (Y16) (¥ |$)* = (3+ 10i)(3 — 10i) = 9+ 100 = 109

Now we have
(V1¥)(9lp) = (13)(26) = 338> 109
Therefore the Cauchy-Schwarz inequality is satisfied. Next we check the triangle inequality:
VW) +/(9l9) = V13 + V26 = 8.7
For the left side we have

[ 4+ ¢) = 3]0) — 2i|1) 4 |0) + 5|1) = (3+ D|0) + (5— 2i)|1) = 4/|0) + (5 — 2i)[1)
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The bra corresponding to this ket is

(¥ + ¢ =40 + (5 — 2)"(1] = 40| + (5+ 2i)(1]

Then the norm of the state is found to be

(¥ + 1Y + ¢) = [HO0] + (5 +2)(L1]][4(0) + (5 — 2)[1)]
= 16(0/0) + (5 + 2i)(5 — 2i)(1/1)
=16+10+4 =230

With this result in hand we find that

VW + ¢y +¢) =+v/30~55<87

Therefore the triangle inequality is satisfied.
(b) The inner products of these states are

Wiy) =13, = lIv)l = VWly) =13
@lp) =26, = 1) = V(¢lp) = /26

So we obtain the normalized states

- 2 1 . 3 2i
= =——@3|0) — 2i]1)) = ——0) — ——]|1
[¥) AR \/1—3( 10) —2i|1)) «/1_3| ) J1—3| )
i |9} 1 1 5
= ———=—(0)+5]1) = —=10) + —=|1
() @9 m(l ) +35I1) J%l ) @' )
Example 2.9
The qubit trine is defined by the states
[Yo) = 10)
1 V3
[Y1) = —§|0> - 7|1>
1 V3
|W2>=—§|0>+7|1>

Find states [V/o), [¥/;). [¥,) that are normalized, superposition states of {|0), 1)}, and orthog-
onal to [{ro),¥1),lY2), respectively.
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Solution
We write the states as superpositions with unknown coefficients
[¥0) = @0l0) + fol1)
[¥1) = @l0) + B1]2)
[¥2) = @2|0) + 2|1)
For the first of these states, the requirement that it be orthogonal to | o) alows us to write
(¥olvo) = (@5(0] + B3 (1)(10) = g(00) = &

The requirement that (Yolyo) =0 tells us that «p=0. So we have reduced the state
[¥o) to

[¥0) = Boll)
The states are normalized, and we obtain
1 = (Wol¥o) = B5(LI(Bol1)) = |Bol*(LI1) = |Bol?
=p=1

The orthogonality requirement for |v,) gives us

_ 1 3
(V1Y) = (@1 (0] + B1 (1) <—§|0> - %m)
_ g Y3
= = 000) - f{-- (D)
of V3
=-3 b
This term must be zero, so
of = —V3p;

The requirement that the state be normalized gives
1= (¥1l¥1) = (@7 (0 + A7 (1D)(@1]0) + Ba]1))
= eal(010) + |B1|*(1]1)
= leal® + A1/
of = =3B}, = a1 = —V/3p,

1= 3B+ |Bul* = 4B
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We take

So the state is

_ 1
1) =100 — 511

For the final state the orthogonality requirement gives us
_ 1 V3
(Valp2) = (e3(0] + B3 (1)) <—§|O> t5 |1>)

__% , V3
= —22(00) + 3

Again, if these states are orthogonal, this term must be equal to zero

al V3
_22 N _ g
5 + 2,32
:>oc§‘:x/§ﬂ§

From normalization we find that
1= (Yol¥5) = (@3(0] + B3 (1)) («210) + B2l1)
= |@2/%(0/0) + | B2I*(1]1)
= |o2l? + | B2l?
as =365, = ax =36
1=3|B2l* + |B2l” = 42l

Because B, = 1, the state is

SUMMARY

In this chapter we introduced the notion of a quantum state, with particular attention
paid to the two-state system known as a qubit. An arbitrary qubit can be written as
a superposition of the basis states |0) and |1) as |v) = «|0) + B|1), where |«|? gives
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the probability of finding |) in the state |0) and | 8|2 gives the probability of finding
the system in the state |1). We then learned what a spanning set was and when a
set of vectors is linearly independent and constitutes a basis. In the next chapter
we will see how to work with qubits and other quantum states by considering the
notion of operators and measurement.

EXERCISES

2.1. A quantum systemisin the state

1-i 1
0) +—=I1
73 | >+J§| )

If a measurement is made, what is the probability the systemisin state |0) or in state
11)?

2.2. Two gquantum states are given by

(). ()

(A) Find |a+ by).
(B) Calculate 3ja) — 2|b).
(C) Normalize |a), |b).

2.3. Another basis for C2is

10) +11) |_>=|0>—|1>
V2 V2

Invert this relation to express {|0), |1)} interms of {|+), | —)}.

+) =

2.4. A quantum system isin the state

3i0) + 4|1
) = 304

(A) Isthe state normalized?
(B) Expressthe stateinthe|+), | —) basis.

2.5. Use the Gram-Schmidt process to find an orthonormal basis for a subspace of
the four-dimensional space R*spanned by

lug) = . lug) =

[ N
aa BN BE
=
@
|
IN
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2.6. Photon horizontal and vertical polarization states are written as |h) and |v),
respectively. Suppose

1 V3
V1) = §|h> + 7|v)

1 V3
[V2) = §|h> - 7|v)
[¥r3) = |h)

Find

alv) 12 [(Walyadl? [(Wsl2)]?






MATRICES AND OPERATORS

An operator is a mathematical rule that can be applied to a function to transform
it into another function. Operators are often indicated by placing a caret above
the symbol used to denote the operator. For example, we can define the derivative

operator as

s d
D=— 3.1
Ty 3.1

We can apply the derivative operator to a function, say, f (x) =x cos x:
~ ~ d .
Df = D(xcosx) = d—(x COSx) = COSx — x SiNx
X

This idea can be extended to vector spaces. In this case an operator A is a
mathematical rule that transforms a ket |¢) into another ket that we will call |¢):

Aly) = 19) (32)
Operators can also act on bras. The result is another bra:
(A = (v] (3.3)

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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In many cases of interest, an operator transforms vectors into other vectors that
belong to the same space.

We say that an operator is linear if the following relationship holds given
complex numbers « and B and state vectors |y1) and |2):

A(alyn) + Blv2)) = a(Alyn)) + B(A[Y2) (34)

More generally, a linear operator A acts on a state vector as follows:

j (zaiw) = S e (Al @9

The simplest operator is the identity operator 1. As its name implies, this operator
leaves a state unchanged:

1Y) = ¥) (36)

Oy)=0 (37

We will often denote operators by italicized capital letters. So A and B can be used
to represent two operators as well as A and B.

OBSERVABLES

In quantum theory, dynamical variables like position, momentum, angular momen-
tum, and energy are called observables. This is because observables are things we
measure in order to characterize the quantum state of a particle. It turns out that an
important postulate of quantum theory is that there is an operator that corresponds
to each physical observable.

Keep in mind that sometimes people get tired of writing carets al over the
place and omit them when writing down operators. The fact that a certain object is
an operator should be clear from the context.

THE PAULI OPERATORS

Operators can act on qubits, which as we have seen are just kets or state vectorsin a
two-dimensional vector space. A set of operators that turns out to be of fundamental
importance in quantum computation is known as Pauli operators. Including the
identity operator, there are four Pauli operators, but sometimes the identity operator
is omitted. Unfortunately, there are a few different notations used for these operators
and you will just have to learn them all. The Pauli operators are sometimes denoted
by oo, 01, 02, and o3, by 09, oy, oy, and o, or by I, X, Y, and Z.
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Starting with the first of the Pauli operators, we have the identity operator. In
this context, as noted in the previous paragraph, the identity operator is sometimes
denoted by 0. Looking at (3.6), we see that this operator acts on the computational
basis states as

o0l0) = 10), aoll) = |1) (3.8)

The next Pauli operator is denoted by o1 =ox=X. It acts as follows:
01/0) = (1), o1/|1) = |0) (3.9

For this reason X is sometimes known as the NOT operator.
Continuing, we have o, = oy =Y, which acts on the computational basisin the
following way:
02|0) = —i]1), o02|1) =i[0) (3.10)

Finally, c3=0,=Z acts as

03|0) = 10), o3]1) = —[1) (3.11)

OUTER PRODUCTS

The product of a ket |y) with a bra (¢|, which is written as |y)(¢|, iS sometimes
known as the outer product. This quantity is an operator. To see this, we apply it
to an arbitrary ket |x):

() @DIx) = [¥)(Dlx) = (SIAIADIV) (312

Remember, the inner product (¢|x) is just a complex number. Hence the result of
this operation has been to transform the vector |x) into one proportional to |v).
The number (¢|x) is the constant of proportionality.

Example 3.1

Describe the action of the operator A= |0)(0] — |1)(1] on qubits.

Solution

We let this operator act on an arbitrary qubit, which we write as |¢) =«|0) + 8|1). Using
linearity (3.4) together with the fact that (0]0) = (1]1) =1 and (0|1) = (1]0) =0, we find that

Aly) = (10)(0] = 1) (1)) («|0) + BI1)
= a (|0)(0] — [1)(1]) [0) + B (10){0] — [1){1]) 1)
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— a (10)(0/0) — [1)(i10)) + B (10){0)) — |1)(1]1))
— a[0) - BI1)

This operator has mapped |0) — |0) and ||1) — —|1). From (3.11) we see that A is the outer
product representation of the Z operator.

You Try It

Consider the action of A= [0)(0| + |1)(1| on an arbitrary qubit and deduce that this is the outer
product representation of the identity operator.

THE CLOSURE RELATION

The previous exercise you tried was an illustration of the completeness or closure
relation. This states that given abasis set {|u;)} in n dimensions, the identity operator
can be written as

Z lu;) =1 (313

The closure relation is often useful in manipulating expressions. For example,
if we denote the inner product as (u;|v/) = ¢;, an arbitrary state |) can be expanded
in terms of the basis {|u;)} in the following way:

) =11y) = (Zm <u|)|w D lwi)uilyy = cilu) (3.14)
i=1 i=1

Therefore in the world of qubits which is a two-dimensional Hilbert space, we can
write the identity operator using of the computational basis as

[ = |0)(0] + |1)(1| (3.15)

REPRESENTATIONS OF OPERATORS USING MATRICES

We saw in the last chapter that a ket could be represented as a column vector. It
turns out that operators can be represented by matrices, meaning that the action
of an operator on a vector is reduced to simple matrix multiplication. This makes
doing computations relatively simple. In an n-dimensional vector space, operators
are represented by n x n matrices. If we know the action of an operator A on abasis
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set {|u;)}, then we can find the matrix elements of the operator using the closure
relation:

A=1TAl = <Z|u u|) (Zm u,)=Z<u |Aluj)u;)(u;l  (3.16)

i,J

The quan:tity (Ui|A|Uj> =Aj; is a number that represents the matrix element of the
operator A located at row i and column j in the operators matrix representation with
respect to the basis {|u;)}:

(ualAlur) (ur|Alug) - (u1lAluy)

i | weldlun)  (ualAlue) (317)

(| Aluz) (| Aluy)

It isimportant to keep in mind that when the matrix representation of an operator
is given, it is written with respect to a certain basis. If a different basisis used, then
the operator will be represented by a different matrix. For example, suppose that
we aso have a basis set {|vj)} at our disposal. The operator A can aso be written
as a matrix using this basis:

(vilAlvr)  (vilAlvg) - (v1]Alvy)
i | welAlvn)  (waldlvz) :
(valAlvg) - (valAlvy)

The numbers in each matrix are not, in general, equal; that is, (ui|Aju;) # (vi|Alv)).
Later we will see how to transform between different matrix representations using
a unitary transformation.

OUTER PRODUCTS AND MATRIX REPRESENTATIONS
Earlier we stated that the outer product of aket with abrais an operator. Let’s exam-

ine the outer product using matrices. Using straightforward matrix multiplication we
consider two qubits given by

) = (Z) ) = (2)
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The outer product |y )(¢| is calculated in the following way:
a\ /.« g _ [ac* ad*

Meanwhile

e (2) (@ ) = (2‘;? ;’,ji)

You Try It

Let |v)=a|l) +b|2) +|3),|¢) =e|l) +T|2) +g|3). Show that the outer product

[¥) (¢ is given by
ae* af* ag*
V) (¢l = | be" bf* bg*

ce* cf* cg*

MATRIX REPRESENTATION OF OPERATORS IN TWO-DIMENSIONAL
SPACES

For the most part we are interested in the two-dimensional Hilbert space C? where
qubits live. For operators that act on qubits, we represent the operators by 2 x 2

matrices )
a
A= (C d) (3.18)

To write the matrix representation of an operator with respect to the computationa
basis, we use the following convention to arrange the matrix elements:

_ ((0lA[0) (O]AIL)
A_(<1|A|0) (1|A|1)) (3.19)

Example 3.2

Write down the matrix representation of the Z operator, using (3.11).

Solution
First we restate (3.11) here for convenience:

Z|0) =10), ZJ1)=-I1)
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Using (3.19), we have

ZZ((OIZIO) <0|Z|1>>:<(0|(Z|0)) (OI(le)))
11z10)y  (1z1) 11(Z10)  (1(Z11)

<<0|(|0)) (OI(—|1>)>:<<0|0> —(0|1>>
a9y - (=1 110)  —(11)

¢

You Try It

The identity matrix has 1s along the diagonal and Os everywhere else. Using (3.8), verify that
the matrix representation of o is the 2 x 2 identity matrix.

Definition: The Pauli Matrices

With respect to the computational basis the matrix representation of the Pauli oper-
ators X, Y, and Z are given by

X:(? (1)) Y:(? _6), z:(é _2) (3.20)

Example 3.3

The Pauli operators are given by

=G -0 -6 )

in the {|0), | 1)} basis. Find the action of these operators on the basis states by considering the
column vector representation of the {|0), | 1)} basis.

Solution

We recall that the basis states are given by

1 0
10) = <0> L= (1)
For X, we find that

0 1\/1 0*1+ 10 0

X0y = (1 o) <o) - <1*1+o*0) - <1) =11
0 1\ /0 00+ 1*1 1

X1 = (1 o) (1) = (1*0+ 0*1) = (o) =10)
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As noted above, since X transforms one basis state into the other, it is sometimes called the
NOT operator or bit flip operator.
For Y, we obtain

o0 ) Q)58 - (0) e

= 2) ()= (i) =) =0
And for Z, we have

20=(59)(0)=(6217770) = (o) =10

= YO

HERMITIAN, UNITARY, AND NORMAL OPERATORS

Two special types of operators play afundamental role in quantum theory and hence
in quantum computation. These are Hermitian and unitary operators. The Hermitian
adjoint of an operator A is denoted by AT and is defined as follows:

(alAT|b) = (b|Ala)* (321)

To compute the Hermitian adjoint of any expression, we take the complex
conjugate of all constants in the expression, replace all kets by bras and bras by
kets, and replace operators by their adjoints. When faced with a product of operators,
the order of the operators must be reverse when computing the Hermitian adjoint.
These ideas are clarified in the following equations:

(@A) =a*AT (3.22)
(vn' = (vl (3.23)
"= 1) (3.24)
(AB)" = BTAT (3.25)
Ay = (y|AT (3.26)
(ABly)) = (y|BTAT (3.27)

If an operator is written in outer product notation, we can use (3.23), (3.24), and
(3.25) to compute it's adjoint. If A

AT = 1) (v (3.28)
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A final rule to note is that the adjoint of a sum is equal to the sum of the adjoints:

A+B+OF=AtL Bt ¢t (3.29)

Example 3.4

Find the adjoint of the operator A= 2|0)(1] —i|1)(0].

Solution

First we note that (3.29) tells us that
AT = 0yap" - 11opt

We can compute the adjoint of each term by taking the complex conjugate of the constants in
each expression and then applying (3.28). We find that

AT =211)(01+il0)(1]

You Try It
Show that the adjoint of B = 3i|0)(0| + 2i|0)(1] is given by B = —3i|0)(0] — 2i|1)(0.
Considering the matrix representation of an operator, we compute its Hermitian adjoint in

two steps:

e Compute the transpose of the matrix (swap rows and columns)
e Compute the complex conjugate of each element

For a general 2 x 2 matrix given by

a b
A:(c d) (3.30)

a* c*
A*=<b* d*) (331)

Definition: Hermitian Operator

the Hermitian conjugate is

An operator A is said to be Hermitian if

A=A" (3.32)
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Clearly, the operator used in Example 3.3, A=2|O)(1| —1i]1)(0], is not Hermitian.
However, the Pauli operators are Hermitian. For example, the operator Y is writ-
ten as Y =—1i|0)(1]+i|1)(0] using the computational basis. The adjoint of this
expression is

YT = (—i|0)(1| + 110" = i|1)(0] —i|0)(1| = ¥ (3.33)

It turns out that in quantum mechanics, operators that represent physical observables
are Hermitian.

The matrix representation of a Hermitian operator has real matrix elements
aong it's diagonal. In the space C?, given a matrix representation (3.30) it must be
the case that a and d arered (a=a*, d =d*) and c =b*.

Definition: Unitary Operator

The inverse of an operator A is denoted by A~1. This operator satisfies AA™1 =
A~lA=1, where | is the identity operator. An operator is said to be unitary if its
adjoint is equal to its inverse. Unitary operators are often denoted using the symbol
U and we can state its definition as

vut=v'v =1 (3.34)

Unitary operators are important because they describe the time evolution of a quan-
tum state. The Pauli operators are both Hermitian and Unitary.

Definition: Normal Operator
An operator A is said to be normal if

AAT=ATA (3.35)

Later in the chapter when we consider the commutator of two operators, we will see
that this means a normal operator is one that commutes with its adjoint. Hermitian
and unitary operators are normal.

EIGENVALUES AND EIGENVECTORS

A given vector is said to be an eigenvector of an operator A if the following equation
is satisfied, where A is a complex number:

AlY) = AlY)

The number A is called an eigenvalue of the operator A For example, looking at
(3.11) and Example 3.3, we see that the computational basis states are the eigen-
vectors of the Z operator.

A common problem in quantum mechanics is the following: given an operator,
find its eigenvalues and eigenvectors. The first step in this process is to find the
eigenvalues using what is known as the characteristic equation.
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The Characteristic Equation

The characteristic equation for an operator A is found by solving the following
equation:
det|/A — 11| =0 (3.36)

where A is an unknown variable, | is the identity matrix and det denotes the deter-
minant of the matrix A— Al. The values of A that are the solutions to this equation
are the eigenvalues of the operator A The determinant of a 2 x 2 matrix (3.30) is
given by

a b

det/A| = det|

‘ =ad — bc (3.37)

Example 3.5

Find the eigenvalues of an operator with matrix representation

(3 )

Solution

First we construct the matrix A— Al :

2 1 10
A_“:<—1 —1)‘*(0 1)
(2 1\ _(» 0y_[2-2 1
-1 -1 0 )\ -1 -—-1-2x
Then we compute the determinant

2—A 1

det\A—AI|=det‘ o,

‘ =2-M1-4»H-=DHD
= 24A—20+2%+1
Rearranging and combining terms, and setting them equal to zero, we obtain

P—Ar—-1=0

The next step is to solve this equation for the unknown variable 1. We do so using the quadratic
formula. This gives

b+t Vb2—dac 1+£JI—40)(-1) 1445
Ma2= 2a - 2 -2
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You Try It

Using the matrix representation of the Z operator (3.20), show that its eigenvalues are +1.
Once the eigenvalues are known, the eigenvectors can be found. This is done by writing
out the eigenvalue equation

AlY) = Ay)

for each eigenvalue 1 and an eigenvector |y) with unknown components that we call a, b. This
leads to a set of equations we can use to solve for a and b. Usually the equations allow us to
relate the two variables but leave one, for example, a, undetermined. But in quantum mechanics
there is an additional condition that must be satisfied, normalization. Normalization requires
that

lal? +1b1* = 1
So the procedure works as follows:

e Solve the characteristic equation to find the eigenvalues.

e For each eigenvalue, use the eigenvalue equation to generate relations among the com-
ponents of the given eigenvector.

e Use the normalization condition to find the values of those components.

If each of the eigenvectors of an operator is associated with a unique eigenvalue, we say
that they are nondegenerate If two or more eigenvectors are degenerate, this means that they
correspond to the same eigenvalue.

We illustrate the procedure for finding the eigenvalues and eigenvectors of a matrix with
an example.

Example 3.6

Find the eigenvalues and eigenvectors for the “7/8” gate, which has the matrix representation

1 0
T = (o ein/4)

Solution

We begin by solving the characteristic equation

1 0 10
0:det|T—M|:det‘<o eiﬂ/4)_k<o 1)‘

1-x 0

= det ‘ 0 eir[/4 _

—(1— in/4 _
k‘_(l A)(e A)
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Since the characteristic equation comes out factored, we can set each term equal to zero to
obtain the respective eigenvalue. These are

1-12=0
=1m=1
and i
e/t — =0
:>)\.2:ei”/4

Now we find the eigenvectors that correspond to each eigenvalue. We label them {|¢1),
|¢2)}. For the first eigenvalue, which is A1 =1, the eigenvalue equation is given by

T|¢1) = |¢1)

To find the eigenvector, we have to write the equation in matrix form. We label the unknown
components of the eigenvector in the following way:

1) = (Z)

where the unknowns a, b can be complex numbers. We then have

o= (5 2)()-()

We carry out the matrix multiplication on the left side, obtaining

(o o) ()= ()

Setting this equal to the column vector on the right side gives two equations

() ()

=a=a
¢ =b
Let’s divide the second equation by b. This gives a honsensical relationship

eiﬂ/4 -1

ei”/4=cos<%)+isin(%) = §+i§ #1

Since these terms are not equal, it must be the case that b = 0. That |eaves the eigenvector as

1) = (g)
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Now, to find a, we apply the normalization condition. Stated in terms of inner products
this condition is
(Palg1) =1

Remember, to find the dual vector (41|, we use
. a
it ) = (1;) . then (¢|=(a* b*)
So for the current eigenvector this gives
1= (¢rlp1) = (a* 0) (S) =laf,=a=1
We have found that a=1 and b =0. Therefore

90 = o)

Now we tackle the second eigenvalue, 1, =e™/4. The eigenvector equation is

Tg2) = ™%|¢2)

Again, letting the eigenvector |¢2)contain arbitrary components, we have

a
[p2) = <b>
rien = (g aon) (5) =< (5)

Carrying out the matrix multiplication on the left leads to two equations:

So we obtain

a=e"%
e =, = b=b

The first equation is similar to what we obtained for the constant b for the first eigenvector.
By the same reasoning we conclude that a =0. We solve for b using normalization:

1= (0algal = (0 ") () = 0P
=b=1

So the second eigenvector is

192) = <c1>)



SPECTRAL DECOMPOSITION 53

It is always a good idea to double check your work. We check the relations we have found
to make sure they satisfy the eigenvalue equations as expected:

1 0 1 1*14 00 1
T\|¢1) = ( ein/4> (0) = (0*1+ ei?‘[/4*0> = <O> = |¢1)
B 0 0\ 10+ 01 \ 0 _ insa (O) _ ina
T|¢2) = (O eiﬂ/4> <1> - <O*O+ eir[/4*1> - (ein/4) =e (1> =e [p2)

An important item to note is that the eigenvectors of a Hermitian operator constitute an orthonor-
mal basis set for the given vector space. The eigenvalues and eigenvectors of a Hermitian
operator also satisfy the following important properties:

= O

e The eigenvalues of a Hermitian operator are real.

e The eigenvectors of a Hermitian operator corresponding to different eigenvalues are
orthogonal.

The eigenvalues and eigenvectors of a unitary operator satisfy the following:

e The eigenvalues of a unitary operator are complex numbers with modulus 1.

e A unitary operator with nondegenerate eigenvalues has mutually orthogonal eigenvec-
tors.

SPECTRAL DECOMPOSITION

An operator A belonging to some vector space that is norma and has a diagonal
matrix representation with respect to some basis of that vector space. This result is
known as the spectral decomposition theorem. Suppose that an operator A satisfies
the spectral decomposition theorem for some basis |u;). This means that we can
write the operator in the form

A=Y ailui)uil (3.38)
i=1

where a; are the eigenvalues of the operator. In the computational basis the Z
operator is diagonal. We have aready seen the Z operator written in the form of
(3.38) when we considered Z = |0) (0| — |1)(1| in Example 3.1.

Example 3.7

Using the spectral decomposition theorem, write down the representation (3.38) for the operator

0 0 i
A= 010
—-i 0 0
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Solution

The eigenvectors of this matrix are (you try it)

1 (1 1 (1 0
=—1o]. =—1| o]. =1
lu1) s\ [u2) VA lusz) 0

The eigenvalues corresponding to each eigenvector are a; = — 1, a, = az = 1. Since this matrix
is Hermitian (check it) the eigenvectors of the matrix constitute an orthonormal basis. So we
can write A as

A= Z i) (il = —lua) (ual + luz) (u2] + |us)(usl

1

THE TRACE OF AN OPERATOR

If an operator isin a matrix representation, the trace of the operator is the sum of
the diagonal elements. For example,

a b
A:(C d)’ Tr(A)=a+d

a b c
B=\|d e f|, Tr(B)y=a+e+i
g h i

If an operator is written down as an outer product, we take the trace by summing
over inner products with the basis vectors. If we label a basis |u;), then

n

Tr(A) =) (ui|Alu;)

i=1

Example 3.8
An operator expressed in the {|0), |1)} basis is given by
A = 2i|0){0] + 3|0) (1] — 2|1){0] + 4{1) (1]

Find the trace.

Solution

We find the trace by computing

n

Tr(A) =) _(¢ilAl¢:) = (01AI0) + (1/A|1)

i=1
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Then we compute each term individually and add the results. We have

(01A10) = (01(2i10)(0] + 3]0) (1] — 2[1){0] 4 4/1)(1) 0}
= 2i(0[0)(0]0) + 3(0]0)(1/0) — 2(0|1){0|0) + 4(0[1)(1]0)

Recall that the {|0), |1)} basis is orthonormal, so
(011) = (1/0) =0
This expression reduces to
(0]A|0) = 2i(0]0)(0|0)
Also recall that
010y =(111) =1
So we find that
(0]A|0) = 2i (0]0)(0]0) = 2i
By similar reasoning for the other term we obtain

(LIAIL) = (11(20[0)(0] + 3(0)(1] — 2/2)(0] + 4[2) (1))
= 2110} (01 + 3(10) (1) — 2(12)(01) + AL D(LIL)
= 4(12)(112) = 4

Hence the trace is

Tr(A) = (0]A|0) + (1|A|L) = 2i + 4

Example 3.9

Find the trace of the Z operator.

Solution

Using the matrix representation of the Z operator in the computational basis:

1 0
= (O _1)
Calculate the trace by summing the diagonal elements:

Tr(Z)=Tr <(1) _2) =14+(-1)=0
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Important Properties of the Trace

The trace has some important properties that are good to know. These include the
following:

The trace is cyclic, meaning that Tr (ABC) = Tr (CAB) = Tr (BCA).

The trace of an outer product is the inner product Tr (|¢) (v |) = (¢|).

By extension of the above it follows that Tr (A|v) (¢]) = (@ |Al).
Thetrace is basisindependent. Let |u;) and |v;) be two bases for some Hilbert
space. Then Tr (A) =D (Ui|Alu) =D (VilAlv;).

The trace of an operator is equal to the sum of its eigenvalues. If the eigen-
values of A are labeled by 4, then Tr(A) = Y/, 4.

Thetraceislinear, meaning that Tr (¢ A) = o Tr (A), Tr (A+B) =Tr (A) + Tr (B).

Example 3.10

Show that the trace of a matrix is equal to the sum of its eigenvalues for

1 0 2
SIS A (e
1 0 2

Solution

For a matrix representation, the trace is the sum of the diagonal elements. We compute the
trace of each matrix:

Tr(X):Tr(0 1) =04+0=0,

10

1 0 i
Tr(T)=Tr (o ei"/“) =1+¢4

o wo

1
Tr(B)=Tr |0

2
4) =14+3+2=6
1

2

In the examples above we found that

eigenvalues(X) =1, -1=
> hi=1-1=0=Tr(X)
eigenvalues(T) =1, ™% =

D hi=1+4e™=Tr(T)



THE EXPECTATION VALUE OF AN OPERATOR

In the exercises you will show that the eigenvalues of B are {0, 3, 3} so that

ZA;:O+3+3:6:Tr(B)

57

Example 3.11

Prove that
Tr(Alg) (¥ = (¥1Al¢)

Solution
Using an arbitrary basis, we have

n n

TrAl) YD) = Y (il Alg)(lus) =Y (¥rlui) (i Alp)

i=1 i=1

= (v (Zluiﬂuil) Alp) = (Y |Al)

i=1

To obtain the result, we used the fact that inner products are just numbers to rearrange the
terms in the third step. Then we used the completeness relation to write the sum over the basis

vector outer products as the identity.

THE EXPECTATION VALUE OF AN OPERATOR

The expectation value of an operator is the mean or average value of that operator
with respect to a given quantum state. In other words, we are asking the following
question: If a quantum state |v) is prepared many times, and we measure a given

operator A each time, what is the average of the measurement results?

This is the expectation value and we write this as

(A) = (V|AlY)

(3.39)

Example 3.12

A quantum system is in the state

) = i|0>+\/?|1)
=7 3

What is the average or expectation value of X in this state?
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Solution

We wish to calculate (X) = (y|X|y). First let’ swrite down the action of X on the state, recalling
that X|0) = |1), X|1) =|0). We obtain

xnm:x( |o>+f|1> X|0>+\/§X|1> f|o

Using (0|1) = (1]|0) =0, we find that

1 2 1 2
(W|X]y) = (ﬁm +\/;(1I> <ﬁll> +\/;|0))

2
O + £<0|0) + £(1|1> 310

(0|0> + £<1\ 1)

V2 V2 22
~ 3733

0.)|S (AJIH

It is important to recognize that the expectation value does not have to be a vaue that
is ever actually measured. Remember, the eigenvalues of X are +1 and—1. No other value
is ever measured for X, and the value we have found here for the average is never actualy
measured. What this exercise has told us is that if we prepare a large number of systemsin the
state |v) and measure X on each of those systems, and then average the results, the average
will be 24/2/3.

We can compute the expectation value of higher moments of an operator. It is common to
compute

(4%)

This alows us to calculate the standard deviation or uncertainty for an operator, which is
defined as
AA = /(A?) - (A)?

In the next example we consider the qutrit basis, a basis for athree-level system of interest
in quantum information theory.

Example 3.13
An operator acts on the qutrit basis states in the following way:
Al0) = 1)

Ay = 10+

Al2) =0
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Find, (A) for the state

i 1
|w>:§|0>—5|1>+ﬁ|2>.
Solution
First we note that
1 i 1 i [0y + 1) i V2 —i
AlY) = ZA|0) — —A|L) + —A|2 —1—— =———10 = i
[¥) 2|>2|>+\/§|> |>2ﬁ 2[2'”(2@)”

So the expectation value is

= (VIAlY) = < O+ 5 <1| + 7<2l) (_2%/?'0) + (%) |1))

i V2 iv2+1

= —— (0|0 2= " )on 10+ [ —=) a1
4ﬁ<|>+<4ﬁ)<|>+4f(|>(2ﬁ)<|)
i V2 —i

—4<2|0>+< 7 )<2|1)

i iv2+1
=—— (0|0 e an
4ﬁ<|>+< 22 ><|)

_L+i«/§+l_2+(2«/§—1)i
INZ N 42

FUNCTIONS OF OPERATORS

The function of an operator can be found by calculating its Taylor expansion:
o0
fA) =) a,A" (3.40)
n=0

Something that is seen frequently is an operator in the argument of an exponential
function, meaning €. We can find out how this function acts by writing down its
Taylor expansion:

n

_I+aA+2|A2+~~~+a—|A"+~~~ (3.42)
n:
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If an operator A is norma and has a spectral expansion given by A =
> ailui)(u;l, then

FA) = fai)|ui)ui| (342)
If H isaHermitian operator, then
U =et (3.43)

where e isascalar isaunitary operator. If the Hermitian operator H = ), ¢;|u;)(u;l,
we can use (3.42) and write

U= =" e u;) u| (3.44)

i

After writing out the Taylor expansion of (3.43) and taking only the first two terms,
we obtain the infinitesimal unitary transformation:

U=1I+icH (3.45)

The operator H is called the generator of the transformation.
If the matrix representation of an operator is written in a basis such that the
matrix is diagonal, then we can use (3.42) in a convenient fashion. Using the com-

putational basis
1 0
#=(o )

e O
= (o 1/e)

UNITARY TRANSFORMATIONS

Use (3.42) to obtain

A method known as a unitary transformation can be used to transform the matrix
representation of an operator in one basis to a representation of that operator in
another basis. For simplicity, we consider the two dimensional vector space C2.
The change of basis matrix from a basis |u;) to a basis |v;) is given by

U (<v1|u1> (vlluz)> (3.46)

(volug)  (voluz)

We write a state vector |v) given in the |u;) basis in terms of the new |v;)
basis as

lv') = Uly) (347)
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Here |¢') is the same vector— but expressed in terms of the |v;) basis. Now
suppose that we are given an operator in the |u;) basis. To write it in terms of the

|vi) basis, we use
A =UAUT

(3.48)

Example 3.14

Find the change of basis matrix to go from the computational basis {|0), |1)} to the {| + )} basis.

Then use it to write

V) = i|0>+\/?|1)
=7 3

and the operator 7 = (é 6[9/4) in the {| &)} basis.

Solution

From (3.46) we see that the change of basis matrix in this case is

(0 (4
U‘<<—|0> <—|1>)

Using the column vector representations of these basis states, we have

)-
)
10 = (1/v2 (1 —1)((1)>=

(5)--
561

O -

(+10) = (1/v/2) (1 1(

o

§‘||_\ §|"‘ &"“

(+1) = (1/V2) (1 (

[EnY

=(1/V2) (1

59

Hence
U =

It is easy to check that U =U T (you try it). Using (3.47), we can rewrite |y) =

(3.49)

(3.50)

(3.51)

(3.52)

(3.53)

110+

\/g|1) in the {| &)} basis. In the computational basis, in column vector form, the state is
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Then

o= D500

in the {| =)} basis. Now let’s find the representation of the T operator. First we find that

ot L (T 0N o _1/1 1
_\/E 0 eirr/4 1 -1 _\/i ein/4 _ein/4

So the representation of the operator in the new basis is

1 /1 1 1 1 1
t_ . . . .
UTU' = ﬁ (1 _1) ﬁ (elﬂ/4 _elﬂ/4)

1 <l+eiﬂ/4 1— eiﬂ/4)

E 1— ein/4 1+ein/4

PROJECTION OPERATORS

A projection operator isan operator that can be formed by writing the outer product
(38.12) using a single ket. That is, given a state |v), the operator

P =1y) (¥l (3.54)

iS a projection operator. A projection operator is Hermitian. If the state |) is
normalized, then a projection operator is equal to its own square:

P?=P (3.55)

If P, and P, are projection operators that commute, meaning that P1P, = P,P,
then their product is also a projection operator. Suppose that a given vector space

has n dimensions and a basis given by |1),2), ..., |n) and that m > n. The operator
given by
P = Z i) (i (3.56)
i=1
projects onto the subspace spanned by the set [1),]2), ..., |m). The spectral decom-

position theorem (3.38) alows us to write an operator A in terms of projection
operators. Recall that we wrote

n
A= ailui)uil
i=1

The projection operator P; = |u;){(u;| projects onto the subspace defined by
the eigenvalue a;j. The eigenvalue a; represents a given measurement result for
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the operator A As we will see later, the projection operators represent a type of
measurement described by quantum theory.

The notion of projection operators alows us to rewrite the spectral decomposi-
tion of an operator A in terms of projection operators:

A= Za,- P; (357)
i=1

Since the basis states satisfy the completeness relation, we can say that the projection
operators in the spectral decomposition of A do as well:

dYop=1 (3.58)

Example 3.15

Describe the projection operators formed by the computational basis states and show they satisfy
the completeness relation.

Solution

The computational basis states are |0) and |1). We can form two projection operators from these

states:
Po = [0)(0] = (cl,) (1 0):@ 8)

- Qo 0-(¢ )

We can verify the completeness relation directly:

P0+Pl:|0)(0|+|1)(1|:(é 8>+(8 2>:(é g‘)):I

You Try It

Using the basis states

=50 r-3()

construct the projection operators P, and P_, and show that they satisfy the completeness
relation.
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We can write the projection operators P, and P_ in terms of the computational basis.
Given that

10 +11)
="
you can show that
1
Pr=+)(+ = > (10) (0] + 10} (1] + [1)(O] + 1) (1) (3.59)
And given that
10) — 11)
)y = 3.60
|=) 7 (3.60)
you can show that
1
P =)= > (10) (0] — 10} (1| — [1)(O] + 1) (1) (3.61)

These expressions allow us to write any operator in terms of different projection operators. For
example, we have seen that the Z operator is

Z =10)(0] — [1)(1| = Po— P1

This is just another example of the spectral decomposition theorem. But let’s think about the
projection operators P now. Using (3.59) and (3.61), we can see they satisfy the closure
relation:

Py +P_ =100+ D1 =1

In Chapter 6 we will see the role that projection operators play within the context of
measurement. For now let’s suppose that a system is prepared in the state

) =Y cilu)
i=1

where the |u;) constitute an orthonormal basis. To find the probability of finding the i th outcome
if a measurement is made, we can use the projection operators

P = |u;)(u;|

Then the probability of finding the ith outcome when a measurement is made on a system
prepared in the state |y) is

Pr(i) = |PY)12 = (W PPy = (WIP2IY) = (I P 1Y) (362)



PROJECTION OPERATORS 65

To obtain result (3.62), we used the fact that projection operators are Hermitian so PJr P;
together with P2 P;. Now looking at the expansion of the state |v) in terms of the basis
|ui), we have the probability of the i th outcome as

Pr(i) = (Y| Pilv) = (Zc}f(un) (i) {ui 1) (Z ck|uk>>
j=1 k=1
= ch@l/‘lui) ch(”i|uk> = ZCfSij ZCkfsik (3.63)
j=1 k=1 j=1 k=1

2
=cjci = ¢

This gives us what we expect, that the probability of the ith outcome is equal to the modulus
squared of the coefficient c;.

Example 3.16

A qubit is in the state

1 2
=0 +,/21
[¥) ﬁ' ) + 3|>

Using the projection operators Py and P, indicate the probability of finding |0) and the prob-
ability of finding |1) when a measurement is made.

Solution

In Example 3.15 we saw that Po=0)(0] and P1 =|1)(1]. The respective probabilities that we
seek are given by Pr(0) = (¥ |Poly) and Pr(1) = (y|P1]v¥). Now

Poly) = (|0) 0|)< [I1> 0)(0]0) + f|0 )(0]1)

Hence

1 2 1 1 2
Pr(0) = (¥ Poly) = <\73(0| +\/;<1> 73|0> = 300+ %(1|0> =3

In the second case

1 2 1 2
P =((1{1h | —=I0 =11 | = —=I11)(10 111
1Y) = (11)¢ I)(ﬁl )+ 3! )) \/§| HUO) +/ 51D A
=y 3
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So the probability of finding |1) is
1 2 2 2 2
Pr(l) = (y|Ply) = <%<0l +\/;(ll> \/;Il) = §<l|l) =3

POSITIVE OPERATORS
Consider the vector space C". An operator A is said to be positive semidefinite if

(VIAly) =0 (3.64)

for all |¢) € C". When we study measurement theory in Chapter 6, we will see that
a specific type of operator known as a positive operator valued measure or POVM
is of fundamental importance. A POVM consists of a set of operators

{E1, E2, ..., En}

where each E; is positive semidefinite. A set of POVM operators satisfies
Y Ei=1I (3.65)

We will have more to say about POVM'’s in Chapter 6.

COMMUTATOR ALGEBRA
The commutator of two operators A and B is defined as

[A,B] = AB — BA (3.66)
When [A, B] =0, we say that the operators A and B commute. This allows us to
interchange the order of the operators in expressions since AB = BA However, in
general, [A, B] #0, so the ordering of operators is important. We sometimes say
that if two operators do not commute, then they are incompatible. The commutator
is antisymmetric, meaning that

[A, B] = —[B, A] (3.67)

The commutator is linear, means that

[A,B+C] =[A, B] +[A, C] (3.69)
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We can use the following rule for distributivity:
[A, BC] =[A, B]C + B[A, C] (3.69)

The most famous commutator relation is that between the position operator X and
the momentum operator P:
[X,P]=ihl (3.70)

(note that X isnot the Pauli operator o 1 in this context). Since we can write operators
in terms of their matrix representations, we can calculate the commutator of two
operators using matrix multiplication.

Example 3.17

Show that [o1, o2] =2i03.

Solution

Writing the matrix representations of the Pauli operators in the computational basis, we have

A A
w0 )0 -G )

(0 —i\ (0 1 —i 0
291=1; o)J\1 0 0 i
So the commutator is

i 0 —i 0 2i 0 (1 0 .
[o1, 02] = 0102 — 0201 = (0 —i) - ( 0 i) = <0 —Zi) =2 (0 _1) = 2io3

Earlier we defined a normal operator A as one that satisfies AAT = ATA Now that we know
the definition of the commutator, we can state that a normal operator is one that commutes with
its adjoint. That is, an operator A is normal if

Now

[any

and

[A,AT]=0 (3.71)

If two operators commute, they possess a set of common eigenvectors. Let A and B be

two operators such that [A, B] =0. Moreover suppose that |u;) is a nondegenerate eigenvector
of A with eigenvalue ap, that is, Aju;) = aj|u;). Assume A and B are Hermitian. Then

(uil[A, Bllu;) = (u;|(AB — BA)|u;) = (a; —a;){u;|Blu;) (372
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Since [A, B] =0, we have (uj|[A, B]|u;) = (uj|0Ju;) =0, meaning that (a; — a&;)(ui|B|u;) =0.
This implies that if i #j, (u;|BJuj) =0. In other words,

(ui|B|uj) O(aij (373)

This means that the eigenvectors of A which we have denoted by |u;), are also eigenvectors of

B. The simultaneous eigenvector of A and B can be written as |u'®, uY’), where

b b
Alus?, u) = anlus®, uly)

(3.74)
b b
B|u§'a)’ ui(n)> = bmlu,(f), ufn))

Now let’s consider the exponential of two operators and their commutator. If two operators
A and B commute, then
efel = eBeh = oATE (3.75)

The more restrictive condition is where [A, B]#0, but A and B each commute with [A, B]
(e.g., meaning that [A [A, B]] =0. In that case

eAeB — ATB  1/2A.B] (3.76)
The anticommutator of two operators A and B is

{A,B} = AB + BA (3.77)

THE HEISENBERG UNCERTAINTY PRINCIPLE
The expectation or mean value of an operator A was defined in (3.39) as (A) =
(¥ |Al). We can compute higher operator moments such as the mean value of A2,
which is given by

(A%) = (Y| A%|y) (3.78)

The uncertainty AA which is a statistical measure of the spread of measurements
about the mean, is given by

AA = /(A2) — (A)2 (3.79)

Then, for two operators A and B, it can be shown that the product of their
uncertainties satisfies

AAAB > %|([A, B))I (3.80)

This is a generalization of the famous Heisenberg uncertainty principle. What this
tellsusisthat thereis alimit to the precision with which we can know the values of
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two incompatible observables simultaneously. Equation (3.80) sets a lower bound
on the precision that we can obtain in our measurements. If [A, B] #0, if we make
the uncertainty in A smaller (i.e,, A A gets smaller) in order to satisfy (3.80) the
uncertainty in B must grow. The most famous uncertainty relation is that between
position and momentum

A Ap>_
X
_2

POLAR DECOMPOSITION AND SINGULAR VALUES

If the matrix representation of an operator A is nonsingular, then the polar decom-
position theorem tells us that we can decompose the operator A into a unitary
operator U and a positive semidefinite Hermitian operator P in the following

way:
A=UP (3.81)

This form of the polar decomposition of A is called the left polar decomposition of
A The operator P is given by
P=+vATA (3.82)

It is also possible to derive the right polar decomposition of A If we let Q =
v AAT, then
A=QU (3.83)
We can determine the operator U from

U=AP 1=AWATA™ (3.84)

We call this the polar decomposition of A because we find an analogue to the polar
representation of a complex number in the following expression:

det A = det Udet P = re'® (3.85)

Example 3.18

Write the polar decomposition of the matrix
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Solution

Defining r = /a2 + b2 and 6 = tan~1(b/a), the polar decomposition of this matrix is
Ao (@ —b\ _(rcos® —rsinf\ (cosf —sinf\ (r O
—\b a) \rsing rcosf ) \sing cosf ) \O r
The singular value decomposition of a matrix A is given by

A =UDV (3.86)

where D is a diagonal matrix consisting of the singular values of the matrix A

THE POSTULATES OF QUANTUM MECHANICS

Having examined quantum states (qubits) and observables (operators), we close the
chapter with a look at how to put these together into the framework of a workable
physical theory. This is done by listing the “postulates’ of quantum mechanics.
These postulates are a set of axioms that define how the theory operates.

Postulate 1: The State of a System

The state of a quantum system is a vector | (t)) in aHilbert space (we emphasize it
can change with time). The state [ (t)) contains all information that we can obtain
about the system. We work with normalized states such that (y|v) = 1, which we
call state vectors. A qubit is a state vector in a complex two-dimensiona vector
space | ) = «|0) + B]1) normalized such that |«|% + |82 =1.

Postulate 2: Observable Quantities Represented by Operators

To every dynamical variable A that is a physically measurable quantity, there cor-
responds an operator A The operator A is Hermitian and its eigenvectors form a
complete orthonormal basis of the vector space.

Postulate 3: Measurements

The possible results of measurement of a dynamical variable A are the eigenvalues
an of the operator A corresponding to that variable. Using spectral decomposition,
we can write the operator A in terms of it’s eigenval ues and corresponding projection
operators P = [up)(Un| 8 A = ), a, P,. The probability of obtaining measurement
result an is given by

Pr(an) = (W1 PulY) = Tr(Paly)(¥]) (3.87)
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The probability amplitude ¢, = (u,|¥) gives us the probability of obtaining mea-
surement result a,, as
2 2
SN (71172 G =1 (3:88)
(Vlv) (Vlv)

(Recall that if the state is normalized, then (1/|v¥) = 1.) A measurement result a,
causes the collapse of the wavefunction, meaning that the system is left in state |up,).
We can write the postmeasurement state of the system in terms of the projection
operator P = |up)(Un| &

measurement Pnh//)

AN LA (389

Postulate 4: Time Evolution of the System

Thetime evolution of aclosed (i.e., physically isolated) quantum system is governed
by the Schrodinger equation. This equation is given by

0
tho_1¥) = HIY) (3.90)

where H is an operator called the Hamiltonian of the system. This operator corre-
sponds to the total energy of the system. The possible energies the system can have
are the eigenvalues of the H operator. The state of the system at a later time't is
given by '

@) = ey (0) (3.92)

Therefore the time evolution of a quantum state is governed by the unitary operator
U=e'Hh (392

where again H isthe Hamiltonian operator describing the total energy of the system.

EXERCISES

3.1. Werify that the outer product representations of Xand Yare given by X=
|0)(1] +|1)(0] and Y= —i]|0) (1| +i|1)(0| by letting themact on the state |v) = «|0)+
B11) and comparing with (3.9) and (3.10).

3.2. Show that the matrix representation of the X operator with respect to the com-

putational basisis
0 1
(1 o)
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3.3. Consider the basis states given by

_ 10+ _ 19—
N 72

Show that the matrix representation of the X operator with respect to this basis is

1 0
(o 2)
3.4. Consider the space C® with the basis {|1), |2), |3)}. An operator Ais given

by A =i|1)(1] + §’|1)(2| + 22)(1] — |2)(3|. Write down the adjoint of this opera-
tor Al

[+) =)

3.5. Find the eigenvalues and eigenvectors of the X operator.
3.6. Show that the Y operator is traceless.

1)

3.8. Prove the following relations involving the trace operation:

3.7. Find the eigenvalues of

o wo
N AN

Tr(A+ B)=Tr(A)+ Tr(B)
Tr(AA) = ATr(A)
Tr(AB) = Tr(BA)
3.9. Show that X=0)(1|+|1)(0| =P, —P_.
3.10. A three-state systemisin the state

1 1 i
W) =300+ 310 - =12

Write down the necessary projection operators and calculate the probabilities Pr(0),
Pr(1), and Pr(2).

3.11. In Example 3.17 we showed that [o'1, 02] = 2io 3. Following the same proce-
dure, show that [0, 03] =2io1 and [03, 1] =2i0).

3.12. Show that {0}, oj} =0 when i #].



TENSOR PRODUCTS

In quantum mechanics we don't always work with single particles in isolation.
In many cases, some of which are seen in the context of quantum information
processing, it is necessary to work with multiparticle states. Mathematically, to
understand multiparticle systems in quantum mechanics, it is necessary to be able to
construct a Hilbert space H that isacomposite of the independent Hilbert spaces that
are associated with each individual particle. The machinery required to do this goes
by the name of the Kronecker or tensor product. We consider the two-particle case.

Supposethat H ; and H » are two Hilbert spaces of dimension N1 and N ,. We can
put thesetwo Hilbert spacestogether to construct alarger Hilbert space. We denotethis
larger space by H and use the tensor product operation symbol ®. So wewrite

H=H,® Hy (4.2)

The dimension of the larger Hilbert space is the product of the dimensions of H 1
and H . Once again, we assume that dim(H 1) =N1 and dim(H 2) =N»,. Then

dlm(H) = N1N> (42)

Next we start getting down to business and learn how to represent state vectors in
the composite Hilbert space.

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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REPRESENTING COMPOSITE STATES IN QUANTUM MECHANICS

A state vector belonging to H is the tensor product of state vectors belonging to
H, and H,. We will show how to represent such vectors explicitly in a moment.
For now we will just present some notation, sticking to the more abstract Dirac
notation. Let |¢p)eH 1 and |x)eH 2 be two vectors that belong to the Hilbert spaces
used to construct H . We can construct a vector |)eH using the tensor product in
the following way:

V) =1¢) ® [x) (4.3)

The tensor product of two vectors is linear. That is,

19) @ [Ix1) + [x2)] = 18) ® [x1) + |9) ® |x2)

(4.4
[1¢1) + 192)] ® Ix) = ¢1) ® |x) + [¢2) ® |x)
Moreover the tensor product is linear with respect to scalars
19) ® (alx)) = al¢) ® [x) (4.95)

and vice versa. To construct a basis for the larger Hilbert space, we simply form the
tensor products of basis vectors from the spacesH ; and H . Let us denote the basis
of H1 by |u;) and the basis of H, by |v;). Then it follows that we can construct a
basis |wj for H=H1®H > using

lwi) = [ui) @ |v;) (4.6)
Note that the order of the tensor product is not relevant, meaning

19) ® [x) = 1x) ®19)

It is often cumbersome to write the ® symbol. Therefore you should be aware that
the tensor product |¢)®|x ) is often written more simply as |¢)|x), Or even as [¢px).

Example 4.1

Let Hy and H » be two Hilbert spaces for qubits. Describe the basis of H =H 1®H ».

Solution

The basis for each of the qubits is {|0), |1)}. The basis of H =H 1®H , is formed by writing
al possible products of the basis states for H ; and H . The basis vectors are

lwi) = |0) ®|0)
lwz2) =10) ® |1)
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lw3) =11) ® 10)
lwg) =11) @ 1)

Now consider the expansion of an arbitrary vector from H; and an arbitrary vector from
H 2 in terms of the basis states in each of the respective Hilbert spaces. That is, if we again
denote the basis of H 1 by |u;y and the basis of H2 by |v;), then

)= ailu;) and |x) = Bilvi)

To expand a vector |/) =|¢)®|x) that belongs to the larger Hilbert space H, we simply sum
up the products of the individual terms, that is,

) = aiBjlu) @ Iv)) @7
ij

This result can be summarized by saying that if |¢) =|¢)®|x) is a vector formed by a ten-
sorproduct, then the components of |y) are found by multiplying the components of the two
vectors |¢) and |x) used to form the tensor product.

Example 4.2
Let |¢p)eH 1 with basis vectors {|x), |y)} and expansion
) = axlx) +ayly)
And let | x)eH > with basis vectors {|u), |v)} and expansion
[x) = bulu) + by|v)

Describe the vector |¢) = |¢)®| x)-

Solution

Using (7), we can write down the expansion of |¢) =|¢)®|x) in terms of the basis vectors
and given expansion coefficients. We simply write down all possible combinations of products
between the vectors and then add them up. There are four possible combinations in this case:

aylx) @ by, lu)
ax|x) ® by|v)
ayly) ® by lu)
ayly) ® by|v)
Adding them up and using the linearity properties, we obtain

V) = axbylx) ® |u) + axby|x) @ [v) + aybyly) @ lu) + aybyly) @ |v)
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COMPUTING INNER PRODUCTS

The next item of business is to determine how to compute the inner product of two
vectors belonging to the larger Hilbert space H. This is actually quite simple—we
just take the inner products of the vectors belonging to H1 and H, and multiply
them together. That is, suppose

V1) = |¢1) ® Ix2)
[V2) = |¢2) ® |x2)
Then
(Y1l¥2) = (1l ® (xaD(I¢2) ® Ix2)) = (P1ld2) (xalx2) (4.8)

In many cases we want to construct a basis for C* out of C2. The next example
shows how to do this.

Example 4.3

Usethe |+), |—) states to construct a basis of C*, and verify that the basis is orthonormal.

Solution

The basis states for H = C* can be constructed by using | + ), | — ) as the basis for H1 and H 5.
Following Example 4.1, we have

[wi) = [+)[+)
lw2) = |+)|—)
[w3) = [=)+)
lwa) = |=)|-)

If the basis is orthonormal, then we must have (w1 |wi) = (w2|w2) = (wa|ws) = (wa|ws) = 1
and al other inner products equal to zero. We consider (w1|w1), (w2|wz), and (wi|ws), and
apply (4.8).

(wilwy) = (F(FDAH)+) = (HH)(+H+H) = DD =1

(walwz) = (+H=D(H)=) = (H+) (== =DD =1

(wilwz) = (+H+DAH)+) = {(+I+){+I-) = (D(©O) =0

(walw1) = (+{=DU+)=)) = (+]+)(=]+) = (D(©O) =0

You Try It

Show that (wslw3) = (walws) = 1 and (w|ws) = (wslwzwz) = 0.
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Example 4.4
Given that (a|b) = 4 and (c|d) = 7, calculate (¥|¢), where

[¥) = la) ® |c) and |p) = |b) ® |d).

Solution
Applying (4.8), we find that

(W) = ({al ® (cD(Ib) ® |d)) = (alb)(c|d) = (4)(7) = 28

You Try It
Given that (a|b) = 1 and (c|d) = —2, calculate (y|¢), where
[¥) = la) ® |c) and |¢) = |b) ® |d).

We will see later not all states can be written as straightforward productslike |¢)|x ). States
that can are referred to as product states.

Example 4.5

If |y) = %(|0>|0> —[0)|1) + |1)|0) — |1)|1)), could it be written as a product state?

Solution
Yes it can. Let
[0) + |1) 0) —11)
= d =
|#) 7 and |x) NG
Then

10) +11) 10) — 1) 1
V) =16 ®1x) ( 7 >®< 7 ) 5010} — [0)1) +1)]0) — [1)I1)

You Try It

Write |y) = %(|0)|0> +10)|1) + |1)|0) + |1)|1)) as atensor product of two states.
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TENSOR PRODUCTS OF COLUMN VECTORS
In this section we describe how to calculate tensor products when state vectors are

written in a matrix representation, meaning as column vectors. We are primarily
concerned with going from C 2 — C*#, so there is only one procedure for us to

learn. Let
a C
|¢>=(b) and |x>=<d>

Then the tensor product is given by

ac

a c ad
19)® 1x) = (b) ® (d) = |44 49)
bd

Example 4.6

Calculate the tensor product of

i (2) e 0e

Solution

Remember, the tensor product is linear with respect to scalars. So

o530+ (- DI

Now we apply (4.9):

o= (- )

You Try It

Calculate the tensor product of
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OPERATORS AND TENSOR PRODUCTS

Operators act on tensor products in the following manner: Once again, let |¢)eH 1
and |x)eH» be two vectors that belong to the Hilbert spaces used to construct H.
Now let A be an operator that acts on vectors |¢)eH 1, and let B be an operator that
acts on vectors | x)eH 2. We can create an operator A® B that acts on the vectors
[YeH as follows:

(A®B)Y) =(A® B)(¢) ® |x) = (Al¢)) ® (Blx)) (4.10)

Example 4.7

Suppose |¢) = |a)®|b) and Ala) = ala), B|b) = b|b). What iSAQ B|vy)?

Solution

Using (4.10), we just apply each operator to the vector from its respective space. First we write
|y) as the tensor product:

A®B|Y) = (A® B)(la) ® |b))
Then we use (4.10) to distribute the operators:
A® Bly) = (A® B)(la) ® |b)) = Ala) ® B|D)
Next we use Ala) = ala), B|b) = b|b) to write
Ala) ® Blb) = ala) ® b|b)

Now recall (4.5), which tells us that |¢p)®(x|x)) =a|¢p)R|x), so we can pull the scalars
to the outside:

ala) @ blb) = ab(la) ® |b)) = ab|yr)
We have shown that

A ® B|Y) = ab|yr)

You Try It

Given that X—0) =|1) and Z—1) = — |1), calculate X ® Z |y) where |¢) = |0)®|1).
Tensor products of operators are linear in the usual way

(A® B) (Zm«m) ® |xi>> =Y c(A®B)$) ®xi) =y ciAlgi) ® Blyi)  (411)
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Example 4.8

Find X ® Z|v), where

10)|0) — |1)|1)

) = NG

Solution
First we write
10)10) — |1)|1)>
X®Z =XQ2Z2)| ——————
) = ( ) ( 73
Using (4.11), we distribute the operator over the sum

10)|0) — 11)|1) 1 1
XQZ)| ———— | = =X ®2)[0)|0) - =(X® Z2)|1)|1
X® )( NG ) ﬁ( ® 2)|0)/0) ﬁ( ® 2)|1|1)

Next we apply (4.10) to allow each component operator to act on the state vector in its respective
space:

1 1 1
— (X ®2)0)|0) - =X ® D)|1)I1) = —(XIO )(Z10) — —=(XI11)(Z]1)
V2 V2 V2 V2
Since X1|0) = [1), X|1) = |0) and Z|0) = |0), Z|1) = —|1), this becomes
! (X10)(Z10)) ! X1IH(Z]1) = ! [1)10) + ! [0)[1)
V2 V2 V2 V2
So
11)10) +10)11)
X®Z _
ly) = 73
The tensor product of two operators A ® Bsatisfies the following properties:
e If A and B are Hermitian, then A® Bis Hermitian.
e |f A and B are projection operators, then A® Bis a projection operator.
e |f A and B are unitary, then A® Bis unitary.
e |f A and B are positive, thenA® Bis positive.
Example 4.9

Suppose that A is a projection operator in H 1 where A=|0)(0| and B is a projection operator
in H, where B=11)(1|. Find A®Q B|y) where
|01) + |10)

) = 73
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Solution
Using what we know about the action of tensor products of operators, we write

01) + |10 1
%) = —=[(Al10)(B[1)) + (A1))(B|0))]

A =A
® BlY) ®B< 7

Now
A|0) = (10)(0D10) = 0){0I0) = |O)
AlL) = (10)(0D[1) = |0)(011) =0
B|0) = (11)(1D[0) = 10)(1|0) = 0
BI1) = (1)(ADID) = [1){(111) = 1)

Therefore we find that

1
AQ BlY) = ﬁloﬂl)

Example 4.10

Show that if A and B are Hermitian, then A® B is Hermitian.

Solution

Let's define two tensor product states

V) = lo) @ 1B)
[9) = In) @ [v)

We will also say that C =A® B. To show that the tensor product of the two operators is
Hermitian, we need to show that

(@ICly)" = (¥ICT9) = (VICI9)
Working out the first term obtains
Cly)=Cla)®B) = AQ Bla) ® |B) = (Ala))(B|B))
Now recall how we compute inner products of tensor product vectors (4.8), We have
(@ICIY) = (Dl(Ale) BIB)) = ({(l{(vD(Aler) B|B)) = {iu|Ala){v|B|B)

The Hermitian conjugate of this expression is

@ICIY) T = (ulAle) (| BIBYT = (BIBT|v) (lAT|n)
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But A and B are Hermitian and the inner products are numbers we can just move around. So
we write

(@ICIY)" = (| Aln)(BIBIv)
Now let's apply (4.8) in reverse to write

(@ICIY)T = ((@l(BDA ® B(I)v) = (¥I(A ® B)|¢) = (¥|Cl¢)

Therefore we conclude that A® B is Hermitian.

You Try It

Show that if A and B are unitary, then A® B is unitary.

We can also form atensor product operator that acts only on H 1 while doing nothing to vectors
from H,. This is done by forming the tensor product A® |, where | is the identity operator
acting in H,. Similarly | ® B does nothing to vectors from H 1 but acts on vectors from H 5.

Example 4.11

Suppose

_ 100) - 11)

V) 7

Describe the action of X ® | on the state.

Solution

First remember that —00) is just a shorthand notation for —0)®|0) and similarly for —11).
The action of X ® | is as follows:

|00) — |11) 1
— ) - = — (X)L
XQIY) X®1< 7 ) ﬁ[(XIO>)IO> (X11)11)]
_ 110) - jo1)
W2
You Try It
If
00) + |11
gy = 100 +110

NG
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show that

|00) —111)

ZRIY) = NG

TENSOR PRODUCTS OF MATRICES

We conclude the chapter by looking at how to compute tensor products of matrices,
something we will need to do frequently later. We're going to keep things simple
and focus on taking tensor products of operators in two-dimensional Hilbert spaces
to produce an operator that acts on a four-dimensional Hilbert space.

Let
A= (1 a2)  p_ bix D12
ax az bn b2
be the matrix representations of two operators A and B. The matrix representation
of the tensor product AQ B is

aibi  aubip  apbi  apb
_(auB apB\ | aubxn aubrn apby aibx
AQB = (4.12)
anB ax»nB azbir  axbip axbiy  axbi
anbor  axbr axby  axnbx»

Example 4.12

Find the tensor product of the Pauli matrices X and Z.

Solution

First let's write down the Pauli matrices:

(0 7= 3

Now we apply (4.12):

00 1 0

(0z @z\ [0 o o -1
X®Z_((1)z (0)2)_ 10 0 0
0 -1 0 0
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You Try It

Calculate the matrix representation of Z ® X, showing that X ® Z—Z ® X.

EXERCISES

4.1. Consider the basis in Example 4.1 Show that it is orthonormal.
4.2. Returning to Example 4.1, show that (w3|ws) = (wa|waws) = 0.

4.3. Giventhat (a|b) = 1/2 and (c|d) = 3/4, calculate (y/|¢), where |[{) = |a) ®
lc) and |¢) = |b) ® |d).

4.4. Calculate the tensor product of

n==(31) = w=3(%)

45, Can |¢) = %(|0)|0) —10)|1) — |1)|0) + |1)|1)) be written as a product state?
4.6. Can

_10)]0) + 1)1
) = 5
be written as a product state?
4.7. Find X® Y|v), where
_10)[1) — 1)|0)
) = 5
4.8. Show that (A® B)' =AT®B'.
49 If
_100) + [11)
) = — 5
Sind 1 @ Y|yr).

4.10. Calculate the matrix representation of X® Y.



THE DENSITY OPERATOR

In many cases of practical interest, rather than considering a single quantum system,
we need to study a large number or collection of systems called an ensemble.
Furthermore, rather than being in a single state, members of the ensemble can be
found in one of two or more different quantum states. There is a given probability
that a member of the ensemble is found in each of these states. We make this more
concrete with a simple example.

Consider a two-dimensional Hilbert space with basis vectors {|x), |y)}. We
prepare a large number N of systems, where each member of the system can be in
one of two state vectors

la) = alx) + Bly)
1b) = y|x) + 8[y)

These states are normalized, so x|+ |82 =|y|?+ |8]°=1, and the usual rules of
guantum mechanics apply. For a system in state |a), if a measurement is made, then
there is a probability |«|? of finding |x) while there is a probability |3]2 of finding
ly), and similarly for state |b).

Now suppose that we prepare ny of these systems in state |a) and n, of the
systems in state |b). Since we have N total systems, then

ng+np, =N

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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If we divide by N,

ng np
N N

This relation tells us that if we randomly select a member of the ensemble, the
probability that it isfound in state |a) is given by p =ng/N. Probabilities must sum
to one. Therefore the probability of finding a member of the ensemble in state |b)
isgivenby 1 —ng/N =1—p.

So we see that with a collection of systems where each member of the ensemble
is prepared in one of two or more states, the use of probability is operating on two
different levels: “The Born rule tells us that the probabilities given by squared
amplitudes must sum to of ”.

o At the level of a single quantum system, where the Born rule gives us the
probability of obtaining a given a measurement result

¢ On the ensemble level, where if we draw a member of the ensemble, there
is a certain probability that the system was prepared in one state vector or
another

At the ensemble level the use of probability is acting in a classical way. That is, it
is a simple reflection of incomplete information. So, at the ensemble level, we have
a simple statistical mixture.

The question at hand is how do we describe a system like where there are
classical probabilities of finding each member of the system in different states? We
need to calculate the usual quantities that we would for any quantum system, such
as the expectation values of operators and the probabilities of obtaining different
measurement results. However, in the case of a statistical mixture of states, we need
to weight the calculated quantities by the probabilities of finding different stetes.
The proper way to do this is with the density operator.

THE DENSITY OPERATOR FOR A PURE STATE

We can start learning the mathematical machinery of the density operator by looking
at asingle state. Consider a system that is in some known state |y). To review, if
there exists some orthonormal basis |u;), then we can expand the state in that basis:

V) = cilug) + caluz) + - - - + cplun)

Then, using the Born rule, we know that the probability of finding the system in
state |u;) upon measurement is given by |ci|%. When a system is in a definite state
like this, we say the system is in a pure state. In light of the discussion above,
we seek a different way to describe quantum states that can be generalized to a
statistical mixture. This can be done with an operator called the density operator,
which is denoted by the symbol p. The density operator is an average operator that
will allow us to describe a statistical mixture. In the case of a pure state this is done
by constructing an outer product from the state. To see this, we begin by finding
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the expectation value or average of some operator A. We write

(A) = (V|AlY)

Expanding the state in some orthonormal basis as |) =c1|uy) +Coluz) +-- - +
CnlUn), this becomes

(A) = (YIAW) = (] (ual + c3(ual +- -+ cy(ual) A(ctlur) + calug) +- - -+ culuy))

= Y cherfur| Aluy)

k=1

n
*
= E Ak

k=1

Recall how the coefficientsin the expansion of a state vector are defined. That is,

Cm = (Um|V¥)

Taking the complex conjugate, we obtain ¢}, = (¥ |u,,). This alows us to write

cxcr = (Ylug)url) = (|9 ) (W lug)

We were able to switch the order of the terms because ¢, = (u,,|v) isjust acomplex
number. Notice now that we have a projection operator sandwiched in between the
basis vectors. That is,

crer = () (W lug) = (il (W) (WD lue)

We call this the density operator and denote it by p =) {¥|. So the expectation
or average vaue of an operator A with respect to a state |y) can be written as

n

(A) = D chaAu =D (W) WDl A = D (wlplug) A

k=1 k=1 k=1

Let's set aside the definition we've just come up with.

Definition: Density Operator for a Pure State
The density operator for a state |v) is given by

o= YNl (5.1)

Let’s write down the expectation value of A again, and then do a little manipulation
that will allow us to write this in terms of a trace operation. Then the expectation
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value or average of the operator A can be written as

n

(A) =Y cielul Alu)

k=1

=3 Gl ) ) o | Aluag)

k=1

= Z (urlplug){ur Alug)

k=1

To write this expectation value in terms of a trace, we can use the completeness
relation. Recall that ) k|uk)(ux| =1 for an orthnormal basis |uk). This leads us to
our next definition.

Definition: Using the Density Operator to Find
the Expectation Value

The expectation value of an operator A can be written in terms of the density
operator as

n

(A) =Y (il plw) (uel Alur)

k=1

- Z {uilp (Z |Mk)(uk|) Aluy)
=1 k=1

= (wlpAlu)
=1

=Tr(pA) (5.2

What happens if we take the trace of the density operator by itself ? We can work
in reverse and expand the state ) in terms of a basis. Here we assume that the
state is normalized. Then we will use the fact that ) j|cj|>=1 to write down the
trace of the density operator. We have

Tr(p) =Y (ujlplu;) =Y (il ) (¥luj) =Y cich=> lej>=1  (53)
J

J J J

This expression can be summarized by saying that due to the conservation of prob-
ability, the trace of the density operator is aways 1.

Example 5.1

A system is in the state |y) = %lul) + i\/gluz), where the |uk) constitute an orthonormal
basis. Write down the density operator, and show it has unit trace.
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Solution

First we write down the bra corresponding to the given state. Remember, we must take the
conjugate of any complex numbers. We obtain

(Wl—i(ul—i\/?Wl
=7 1 32

Then, using (5.1), we have

_(12 f 1 \F
Wit = gl +iy Sl | (Zstal =iy 5 el

1 2 2 2
§|’41)(u1| - i\/?_|’41)(u2| + i%—luz)(ull + éluz)(uzl

>
Il

The trace is

2

Tr(p) = Y _ (uilplui) = (ualplus) + (ualpluz)
i=1

1 2 2 2
= (uglua)(uslus) _l?<”1|”1)<u2|ul) +l?<u1|”2)<ul|ul) + §<M1|M2)(u2|ul>

3
1 V2 V2 2
+ S(uzlug)(ualuz) — i ——(ualug) (uzluz) + i ——(ualuz) (uiluz) +  (ualuz)(uz|uz)
3 3 3 3
=3+3=

Mixed terms like (u1|u2) drop out because the basis is orthonormal, so (u;|u;) = &;;.

You Try It

Show that if |¢) = 3lu1) + J5luz) + 3lu3), then
—ll ) |+1| ) |+1| ) (us
p = glua)(ual + 5 luz)(ual + 7 lus)(us

1 1
+ Z—ﬁ(lul)Wzl + luz) (ual + |uz)(us| + luz)(uz|) + Z(|u1)<143| + [uz)(ual)

Then show that the trace of the density operator is 1.
Now let’s look at the matrix representation of the density operator. In this case
werefer to the density matrix. For the density operator in Example 5.1, where we had

1 2 2 2
o= §|M1)(M1| - i%luﬂ(uzl + i§|“2><ul| + §|u2)<u2|

the matrix representation is given by

ol (<u1|p|u1> (M1|,0|M2)>_ 13 —iv2/3
= \aloluy)  talolun)) = \ivas 273
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There are a couple of things to notice:

e The sum of the diagona elements of the matrix is one. This shouldn’t be
surprising, since we showed earlier that Tr (p) = 1 because probabilities sum
to one.

o The values along the diagonal are the probabilities of finding the system in
the respective states. For example, looking at the state given in Example 5.1,
you can see that the probability of finding the system in the state |uj) is
given by (ui|plus), which is 1/3. More generally, the matrix element pn, is
the average probability of finding the system in the state |up).

The off-diagonal elements of the density matrix are called coherences. These terms
are a representation of the interference effects among different states, in this case
between |uy,) and |un). The nondiagonal components of the density matrix pomn, rep-
resent the averages of these cross terms. Since we have a pure state in this example,
these terms are nonzero. If you see adensity matrix with nonzero off-diagonal terms,
the state is coherent or has some interference effects, which isn't the case for a sta-
tistical mixture. However, keep in mind that a matrix representation of an operator
can be taken with respect to a different basis, so we can find a representation of
the density matrix that is diagonal. As we will see below, there is a better way to
determine if the state is pure or mixed.

Time Evolution of the Density Operator

The time evolution of the density operator can be found readily by application of
the Schrodinger equation. Recall that

d
| y) = H
ldtW) [¥)
SinceH =H T, we can aso write
d
—ih— = H
ldt(lﬂl (V]

Writing the density operator as p = |y) (|, and applying the product rule for deriva-
tives, we have

dp d _(d d
57 = 7 = (EIW)> (Ul +1v) (EWI)

Now we use our result from the Schrodinger equation. This becomes

Z—(EW))(WH‘W)((WE)—EP— %—ﬁ[ ]
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Definition: Time Evolution of the Density Operator
dp
ih— =[H 4
lhdt [H, r] (5.4

For a closed system the time evolution of the density operator can also be written
in terms of a unitary operator U. If we let p(t) represent the density operator at
some later time t and p(t,) represent the density operator at an initial time tq, then

p(t) = Up(t,)UT (5.5)

Finally, looking at the definition p = | ) (|, it is obvious that the density operator
is Hermitian, meaning p = p™. In the case of pure states, since

p% = (V)WDY I YD = WD = [ (W] =p

we have the following definition. If a system is in a pure state |¢) with density
operator p = |/)(¥|, then

Tr(p?) =1 (pure state only) (5.6)

THE DENSITY OPERATOR FOR A MIXED STATE

We now turn to the reason we considered density operators in the first place—we
need a way to describe a statistical mixture of states. What we are looking for is
a density matrix that describes an ensemble. This can be done by following these
three steps:

o Construct a density operator for each individual state that can be found in the
ensemble.

o Weight it by the probability of finding that state in the ensemble.
e Sum up the possibilities.

To see how this procedure works, we return to the example mentioned at the begin-
ning of the chapter. In that case, members of the ensemble could be found in one
of two states

la) = alx) + Bly)
1b) = ylx) +6ly)

The density operators for each of these states are

pa = la){al
pp = 1D)(b|
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Or, in terms of the basis states these are

P = la){al = (e|x) + Bly)) (e (x| + B*(¥)
= |ax) (x| + aB*x)(y] + o Bly) (x| + [BIPy) (I
o = b)Y (bl = (y|x) + 81y (™ (x| + 8*(y])
= |y [Plx) (x| + y8*1x) (y] + y*81y) (x| + 181%1y) (V]
The probability of a member of the ensemble being in state |a) is p while the

probability of a member of the ensemble being in state |b) is 1— p. In terms of the
states |a) and |b) the density operator for the ensemble is

p = ppa+ A — p)pp = pla)(al + (1 — p)Ib)(b]

If we wish, we can write this in terms of the basis states {|x),|y)} as well, but we'll
save that algebraic mess for worked examples. The main point is to see how to
weigh the density operator for each pure state in the ensemble by the respective
probability, and then add them up.

In general, suppose that there are n possible states. For a state |i), using (1) the
density operator is written as p; = |v)(yi|. Denote the probability that a member
of the ensemble has been prepared in the state |;) as p;. Then the density operator
for the entire system is

p=Y pipi=y_ pilvi) (il (57)
i=1 i=1
Now that we know what the density operator is, let’s write down the key properties.

KEY PROPERTIES OF A DENSITY OPERATOR

An operator p is a density operator if and only if it satisfies the following three
requirements:

« The density operator is Hermitian, meaning p = p.
o Tr(p)=1.
e p is apositive operator, meaning (u|plu) > O for any state vector |u).

Recall that an operator is positive if and only if it is Hermitian and has nonnegative
eigenvalues.
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Example 5.2

Consider the state

la) = e sing
o cos6

Is p =a)(al a density operator?

Solution

In the {|0),|1)} basis, the state is written as

e_i¢sin9 —i o 1 0 —i o
la)y = < oSO ) =e '?sno <O> + cosé <1> =¢e '?38in6|0) 4 cosé|1)

The dua vector is
(a] = ¢ sinH(0] + cosh (1]
So we have
p = la){a| = (¢7"?sin#|0) + cosh|1))(e'® sinb (0] + coso (1))
= sn?6|0)(0] + ¢'? sin6 cosH|0) (1] + ¢'? sind cosH|1) (0] 4 cos? §]1) (1]

The matrix representation of this density operator is

(0lpl0)  (0]p|L) sinf 6 e'% sing coso
(1pl0) (Lpll)) \e'*sing coso cos? 6

First, we check to see if the matrix is Hermitian. The transpose of the matrix is

, < sin?e ei4’sin9c030>T < sin?9 e"¢sin9c039>
10 = =

€' siné cos6 cos? 6 e~1% sind coso cos? 9

Taking the complex conjugate gives

¢'? sing cos6 cos? 6

: , sin? o ¢ sind cosh\ " sin? o e'% sinf cos#
pl=@) =1 _ . =
e 1% sin6 cosd cos? 6
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Since p = p', the matrix is Hermitian. Second, we see that Tr (p) = sin0 + cos? = 1. The trace
of a density matrix is always unity. Finally, we consider an arbitrary state

¥) = (Z)

(Wlplwr) = |al>sin 6 + ab*e'? Sind coso + a*be~'? sind cosb + |b|? cos? 6

Then

For complex numbers z and w, we can write
(z +w)(@* +w*) = 22" + wz* + w'z + ww* = |z + w|?

It is also true that the modulus of any complex number satisfies |¢|? > 0, and aso |z + w|? > 0.
So we make the following definitions:

z=ae ?sing, = zz* = |a|?>siN?0

w=bcosh, = ww* = |b>cos0

We see that we can identify
ab*e'? sinf cos = wz*

a*be™'? sinf cosh = zw*
Now recall that for any complex number z, |z|?> > 0. So
(Wlply) = lae™? sing + bcosh|? > 0

since |z + w|? > 0. Hence the operator is positive. Since p is Hermitian, has unit trace, and is a
positive operator, it qualifies as a density operator. We can also verify that the density operator
is positive by examining its eigenvalues. It can be shown that the eigenvalues of

B sin?o e% sing coso
~ \e?sing coso cos? 9

are given by 112 = {1, 0}. Since both eigenvalues are nonnegative and the matrix is Hermitian,
we conclude that the operator is positive.

We have already seen how the trace condition is a reflection of the conservation of proba-
bility in the pure state case. We can quickly work this out in the case of the statistical mixture
by recalling that given a scalar a and an operator A, Tr (aA) = aTr (A). Recall also that the trace
turns outer products into inner products, meaning Tr(|v){¢|) = (¥ |¢). Remember, the trace is
linear, so Tr (A4 B)=Tr(A)+ Tr(B) and Tr («A) =« Tr (A) if « is a scalar. Putting these facts
together to compute the trace of (5.7), we have

Tr(p)=Tr (Z pi|wi><¢i|) =Y pTr(yad i =) pildilyi) =) pi=1
i=1 i=1 i=1 i=1

To get this result, we made the reasonable assumption that the states are normalized so that
(Yilyi) = L.
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Now let’'s show that in the genera case the density operator is a positive operator. We
consider an arbitrary state vector |¢) and consider (¢|p|¢). Using (5.7), we obtain

(¢lolg) = Zp, (@) (Yilg) = Zp, (1) 2

i=1

Note that the numbers p; are probabilities—so they al satisfy 0 < p; < 1. Recall that the inner
product satisfies |(¢|y;)|? > 0. Therefore we have found that (¢|p|¢) > O for an arbitrary state
vector |¢). We conclude that p is a positive operator.

Since p is a positive operator, the first property we stated for density operators—that p is
Hermitian—follows automatically. This property tells us that the eigenvalues »; > 0 and that
we can use spectral decomposition to write the density operator in a diagona representation

p =7 ikilui)(u

Expectation Values

The result that we found in the pure state case for calculating the expectation value
of a given operator holds true in the general case of a statistical mixture. That is,
the expectation value of an operator with respect to a statistical mixture of states
can be calculated using

(A) = Tr(pA) (5.8)

Probability of Obtaining a Given Measurement Result

Given a projection operator P, = |u,){u,| corresponding to measurement result
an, the probability of obtaining a, can be calculated using the density operator as
follows:

plan) = (unlplun) = Tr(|lup)(uplp) = Tr(P,p) (5.9)

In terms of the more general measurement operator formalism, the probability of
obtaining measurement result m associated with measurement operator M , is

P(m) = Tr(M! M, p) (5.10)
After a measurement described by a projection operator, the system is in the state
described by
P,p P,

o — Tr(Pip) (5.12)

In terms of general measurement operators, the state of the system after measure-
ment is
MupM)

mE""m 5.12
Tr(M)M,,p) 512
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Example 5.3

Does the matrix

1 1-—1
_ 4 4
P=11-i 3
4 4
represent a density operator?
Solution
We see that the matrix has unit trace
3
T =-+-=1
r(p) + 2

So it looks like it might be a valid density operator. However,

1 1+i
4 4
t_
p 1+i 3 il
4 4

Since the matrix is not Hermitian, it cannot represent a density operator.

You Try It

Does p = (é g) represent a density operator? If not why not?

Example 5.4

A system is found to be in the state

2

ly) = —|0

V5 «/5

(8) Write down the density operator for this state.

(b) Write down the matrix representation of the density operator in the {|0),|1)} basis.
Verify that Tr (p) =1, and show this is a pure state.

(c) A measurement of Z is made. Calculate the probability that the system is found in the
state |0) and the probability that the system is found in the state |1).
(d) Find (X).



KEY PROPERTIES OF A DENSITY OPERATOR 97

Solution

(a) To write down the density operator, first we construct the dual vector (y|. This can
be done by inspection

1 2
=—(0+—=(1
WIN@H+¢éI

The density operator is
= [yN ¥l = (i|0> + i|1>) (i<0l + i<1I)
P S\ T ETINBET T B
1 2 2 4
= EIO)(OI + §|0>(1I + gll)(ol + gll>(ll

(b) The matrix representation of the density operator in the {|0), |1)} basis is found by

writing
o] = (Olpl0)  (Olp|1)
1pl0)  (1pl1)

For the state given in this problem, we have

1
0lp|0) = —
(0lp10) 5

2
wwn=g=uwm

4
1pll) = =
(1lpl1) 5

So in the {|0), |1)} basis the density matrix is
1 2
|5 5
P=12 a4
5 5

The trace is just the sum of the diagonal elements. In this case

1 4
T’”(P):g‘l‘é:l

To determine whether or not this is a pure state, we need to determine if Tr (p?) = 1. Now

1 2 1 2 1 4 2 8
2 |5 8||5 5| _|="3 7S

2 4 2 4 2 8 4 16
5 5/ \5 5 %3 BTH
5 10 1 2

| | 5 5]

“l10 20 2 4|7°
% 25 5 5
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Since p2 = p, it follows that Tr (p2) = 1 and this is a pure state.

(¢) In this simple example we can see by inspection that the probability that the system is
in state |0) is 1/5 while the probability that the system is found in state |1) is4/5. Let's
see if we can verify this using the density operator formalism. First, we write down
the projection operators in matrix form. The measurement operator that corresponds to
the measurement result |0) is Po =|0) (0] while the measurement operator P, = |1)(1].
The matrix representation in the given basisis

(01 Pol0) (O] Pol1) 10 (O1P1]0) (O] P1|1) 0 0
Py = = and P = =
(1 PolO)  (1]Pol1) 00 (1/P1]0) (1| P1]1) 01

The probability of finding the system in state |0) is

Lo 12 12y
5 5 T T
pO) =Tr(Pop) =Tr (0 0) 5> 2 Tr ( ) z
<z 0 O
5 5
The probability of finding the system in state |1) is
- 12 0 0\ ,
_ _ S S| _ 7
p(L) =Tr(Pip)=Tr (O 1) > 4 =Tr E 4_1 =3
5 5 5 5

(d) We can find the expectation value of X by calculating Tr (X p). First, let’s do the matrix

multiplication:
0 1
Xp = (1 o)

The trace is the sum of the diagona elements of this matrix

alnN gl
albh arnN
gl alN
gl gl b

2 4

5 5 2 2 4
X)=Tr(X =T = = - = =
(X)=TrXp)=Tr| 7 5 cts=¢g

5 5

You Try It

If [y) = %|0> + §|1), show that the state is normalized, and then show that the density matrix
for this state is

4 2/5
9 9
p:
25 5
9 9
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You Try It

Show that for the state given in Example 5.2, (Z) = — 3/5.

You Try It

Continue with the state in Example 5.2. Recall the {| +), | — )} basis where

=50 r-3()

() Show that the matrix representation of the projection operator onto the | —) state is

given by
1/1 -1
P-=3 <—1 1 )
in the {|0), |1)} basis.

(b) For the state given in Example 5.2, show that the probability of finding the system in
the | —) stateis 1/10.

CHARACTERIZING MIXED STATES

Recall that coherence is the capability of different components of a state to interfere
with one another. To emphasize that coherence is not present in a statistical mixture,
some authors refer to a plain old statistical mixture as an incoherent mixture. In a
statistical mixture there will not be coherences, but in a pure state or a state in
a linear superposition there will be coherences. One indication of whether or not
a state is a pure state or a mixed state is the presence of off-diagona terms in the
matrix representation of the density operator. In summary:

o A mixed state is a classical statistical mixture of two or more states. The state
has no coherences. Therefore the off-diagona terms of the density operator
are zero, that is, prjn =0 when m#n.

o A pure state will have nonzero off-diagonal terms.

Recall from Chapter 3, that we can represent an operator as a matrix by computing
the components of that operator with respect to a given basis. We can choose to
represent the operator using one basis or another valid basis for the space, so the
matrix representation will not aways be the same. We also indicated it possible to
find a diagonal representation of the density operator. Therefore a stronger criterion
must be used to determine whether or not the density operator represents a mixed
state rather than considering the off-diagonal terms of the matrix.

Recall that for a pure state the density operator is a projection operator, meaning
p%=p. We also showed that since Tr(p) =1 for any density operator, this means
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that Tr (p?) =1 for a pure state. The same is not true in the case of a mixed state,
so we can use this fact to construct a definitive test to determine whether or not a
density operator represents a mixed stete or a pure state. Summarizing:

e Tr(p? < 1 for amixed state.
e Tr(p?) =1 for a pure state.

Example 5.5

Recalling the basis states

1 1
= —(|0 1 d |-)=—=(0)—|1
I+) \/§(| )+11) and |-) ﬁ(l> 1)

Suppose that a statistical mixture has 75% inthe | 4+ ) state and 25% inthe | — ) state. A member
of the ensemble is drawn. What are the probabilities of finding it in the |0) state and |1) state,
respectively? Show that it is a mixed state and that this calculation doesn’t depend on the basis
we use. Contrast the statistical mixture with 75% of the systems in the | ) state and 25% of
the systems in the | — ) state, with the pure state described by

3 1
=\/;|+>+\/;|—>

Write down the probability that a measurement of the pure state |v) finds the system in |0).

Solution

The density operator for the ensemble is given by

3 1o
) CH A+ 1)

=3
Now
[+)(+] = <i(|0> + |1>)> (i(<0l + <1I)> = }(|0)<0| +10) (1] + |1){0] + 11){1)
V2 V2 S 2
=)(=I = (i(l ) - |1>>> (i (0 - <1|>> — 2(10) (01 — 0)(1] — [2)(0] + 12} (1)
V2 V2 2
So we find that

p =2+ + - I—)(—I

3
4
3
<4_1) ( ) (10)(0] + 10){1| + [1)¢Ol + [1)(1D)
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1\ /1
+-(Z)<§><qoxm——wxu——uﬂm+41ﬂn»

1 1 1 1
= 51001+ Z10)(1] + 3120l + S 1)(1]
The respective probabilities are

p(0) = Tr(pl0){0])
= (0[p|0)
1 1 1 1 1
= (0] <§|0><0| + 2102+ 21101+ Ell)(1|> 0) =3
p(D) = Tr(p|1){1))

= (1lpl1)
1 1 1 1 1
=1 <§|0><0| + 21041+ 21101+ §|1)<1|> =3

In the {| +),| — )} basis the density matrix is

o MW
M= O

Notice that the trace of the density matrix is one, as it should be. Also note that the
off-diagonal terms are zero. Squaring, we find that

3 3 9
. 2 0 2 0 _ 16 0
1 1 1
0 2 0 i 0 I
1 10 5

9
Tr(pd) = —+ —_ =_ ==
=TI =116~ 16 8

So we see that even though the off-diagonal terms of the matrix were zero, Tr(p?) < 1, telling
us that thisis a mixed state. Let’s look at the matrix in the {|0), |1)} basis. We find that

1 1
. 2 4
1 1
4 2
So
1 1 1 1 5 1
02 = 2 4|2 4|_|18 4
1 1 1 1 1 5
4 2/ \a 2 4 16
:>Tr(p2):£+£—£):§
16 16 16 8
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Once again, notice that Tr(p?) = 5/8 < 1, confirming that this is a mixed state.

For the last part of this problem, recall that for the statistical mixture the probability of
obtaining measurement result 0 was py(0) = 1/2, where we used the subscript m to remind
ourselves this is the probability given the mixed state. Now we consider the pure stete:

o
W) = 4_1|+>+ Z|—>

This state has a superficial resemblance to the statistical mixture with 75% of the systemsin the
| +) state and 25% of the systemsinthe | — ) state, since ameasurement inthe {| + ), | — )} basis
gives |+ ) with aprobability p(+)=3/4=0.75and | — ) with a probability p(—) = 1/4=0.25.
For example, look at the density operator for the mixed state:

3 1
p =+ 1)

The probability of finding | +) is

3 1 3
() = Tr(+)(+1p) = (+lol+) = (+] <Z|+><+| + Z|_>(_|) I+) = 2

However, it turns out that if we instead consider measurements with respect to the {|0),
|1)} basis, we will find dramatically different results. Let’s rewrite the given pure state in that
basis. We find that

_ /3 1 . [3/10+]1) \ﬁ 0) — |1)
|w>—\/;|+>+\/;| >—\/;< = >+ 4< = )
(P TN (A [T,y
n 4.2 4./2 4./2 4.2
V3+1 V3-1
= 0 1
(2ﬁ>|)+<2ﬁ)|>
Therefore the probability that a measurement finds |/) in the state |0) is

a3+1\ 2442
0) — _ ~ 0.85
PO ( Nﬁ)

4
So we see that even though p(+) = pm(+), P(0) # pm(0).

Example 5.6
Consider the ensemble in the previous example, where
= 3|+>(+|+1| M=
=3 4

A measurement in the {|0), |1)} basis finds the result |0). Use the density operator formalism
to show that the state of the system after measurement is in fact |0)(0|.
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Solution

The state of the system after measurement is p — P,p P,/ Tr(P,p).
Writing the density operator in the {|0), |1)} basis obtains

—100 101 110 111
p—él ) |+Z| )( |+Z| ) |+§| ) (1]
The projection operator for the |0) state is Po=10)(0]. So we see that
1 1 1 1 1 1
pPo = <§|0><0| + 21001 + 110l + §|1><1|> 10)(01 = 510)(0] + 711)(0)
Hence
1 1 1
PopPo = |0)(0] <5|0)<0| + Z|1><O|) = §|0><0|
Now
Tr(pPo) = Tr(pl0)(0]) = (0]p|0)
1 1 1 1 1
= (0] (EIOMOI + ZIO)(ll + le>(0l + 5'1)(”) 10) = >

Therefore the state of the system after measurement is

PopPo  (1/2)|0)(0|
Tr(Pop) (1/2) 10

You Try It

An ensemble is described by the density operator p = §|+><+| + gl—)(—l. Write down the
density operator in the {|0), |1)} basis. Find the probability that if a member of the ensemble
is drawn, measurement determines it to be in state |1). Show that if measurement obtains the
state |1), the density operator is |1)(1].

Example 5.7

Suppose

1 2 2 NG
la) = ﬁHH\/;H and |b) = §|+) - ?|—>

with 75% of the systems prepared in state |a) and 25% of the systems prepared in state |b).

(a) Write down the density operators p4 and pp.

(b) Compute the density operator for the ensemble.

(c) A measurement is made. What are the probabilities of finding |+ ) and | —)?
(d) Instead of question (c), what are the probabilities of finding |0) and |1)?
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Solution

(8 We write the density operatorsin the {| +), | —)} basis. We find that

pa = la)(al = ( [I )( +|+\/§( |>

1 NZ) V2 2
= 3+ ) =1+ S ) )
2 /5 2 V5
= |b)(b] = <§|+> — ?|—)) <§<+| - ?(—|>
4 2 2+/5
= |+ ><+|—l|+><—|—*—f| ><+|+—| M~

9

The density matrices, in the {| +), | — )} basis are given by

1 V2 4 —25

13 3 _ 9 9
Pa ﬁ 5 » Pb = —2«/5 5
3 3 9 9

Notice that Tr (pa) = Tr (op) = 1, which must be the case for a density operator.
(b) The density operator for the ensemble is given by

p = @/Bpa+ (1/4) pp

1 V2 V2 2
= (3/4) [3|+><+| + ?|+><—| + ?|—>(+| + 3|—><—|}

4 NG 25 5
+(1/4) [§|+)(+| - T|+>(_| - TI—><+I + §|—>(—I}
13 (OV2 — 2/5) 23
%|+><+|+ % () (=1 + =) (+D + %I—M—I

Notice that the trace is still unity

23 36
T = o=y = 2 2
r(p) = {(+lpl+) + (—=lpl=) %3~ 3

(c) If we pull a member of the ensemble, the probability that a measurement finds it in
the | +) state is

p(+) =Trpl+H){+D

(9V2 — zf)(|

(13
= (+{ gl M+ 35

23 13
=1+ 1= {+D + %I—)(—I> +) = 35 ~ 0.36
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The probability that measurement finds a member of the ensemble in the | — ) state is

p(=) =Tr(pl=){=D

(9v2 - 25)
36

23 23
() =+ =) +D + %I—H—l) —-)=5z~064

(13
= (=l{ g+ %6

Notice that these probabilities sum to one, as they should.

Example 5.8

Prove that for a mixed state, Tr(p?) < 1.

Solution

First recall that we can write the density operator in terms of the spectral decomposition
p= hilui)uil
i

The {|u;)} constitute an orthonormal basis, and so (u;|u ;) = §;;. The trace of a density operator
is 1, Therefore

Tr(p) =Tr (in|u,-><ui|) =) (ul (Z Ai|u,-><u,-|> luj)

J

=D hilujlu)ui )
ivj

= ZA,i(ujlui)(sij = Z)Li(uiWi) = Z)‘i
ij i i

So we have ) iAj =1, which can only be true if each of the eigenvalues of the density
operator satisfies A; < 1. This result implies that )", /\l? < 1. To see this better, note that if
r < 1, then a2 < ;.

With this mixed state relation of Example 5.8 in mind, we consider the square of the
density operator. We write it as

Tr(p®) =) <ui|<2 Aj|uj><uj|> (Zmumuu)w
j k

= Z)»j)»sz'|M_f)(uj|uk)(uk|ui)
ik

= Z)»j)»sz'luj)(ujluk)(ski
ik



106 THE DENSITY OPERATOR

= Z)»Mi(uiluﬁ(ujlui)
iJ
=D hjhiluiluj)s;
ij
= > hiki{uilu;)
ij
ij

= ZAIZ <1
iJ

Example 5.9

Suppose

w| !l wir
WIN Wi~

(@) Show that p is Hermitian and has positive eigenvalues that satisfy 0 < A; < 1, and
Z )»,' =1

(b) Is this a mixed state?

(c) Find (X) for this state.

Solution

(a) To determine if this matrix is a representation of a valid density operator, we will
check to see if it is Hermitian, if it has unit trace, and if it is a positive operator.

First notice that p is Hermitian. So we take the transpose and exchange rows and
columns:

winw| L

I
WIN Wi~
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We have at least p = pT. Now the trace is

[EnY

Trp) =+ +2=1
r = — — =
P 3

w

Since the trace is unity, it looks like this matrix might be a representation of a density operator.
All we have to confirm is that the operator is a positive. Begin by finding the eigenvalues.
Remember, we do this by solving the characteristic equation det |p — 17| = 0. We have

1 i 1 N i
- 3 3| oo 37t 3
detlp — 2/l =det|| = <0 A) =det|” ., )
3 3 3 3
(X2 (2 (L
T \3 3 3 3
1
=22+ z
+9
Therefore the eigenvalues are
1 5
Moo=+ —
27276
Because we have
1 5
M ==-+—~0.87
1 2+6 0.8
1 5
A== —"~0.1
2= 3 5 0.13

the eigenvalues are real and nonnegative, and both are less than one. It is obvious that
Jé VB 1 1
ZA ( =+ 2—? =5+t,=1

(b) Let's square the matrix:

1 i 1 i 2 i
> |3 3|3 3| [9 3
Pl 2= 2| T s

3 3 3 3 3 9

The trace of this quantity is
Tr( ) 2 5 7 1
r =+ _-_=-<
Pl=9Tg7 9
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Therefore this is a mixed state.
(c) We can find the expectation vaue using (X) =Tr (X p). Now

1 i - 2

(0 1|3 3| _ |3 3
Xp_(lO)—iZ_li
3 3 3 3

The trace of this matrix is zero, so we see that (X) =0.

You Try It

Suppose

gll- gl w
alrnN gl

Show that this is a valid density operator. You should find that the eigenvalues are 112 =
5+ +/5/10. Show that this is a mixed state and that (Z) = 1/5.

Probability of Finding an Element of the Ensemble in a Given State

Once again, we ask the question: If an individual member is drawn from the ensem-
ble and a measurement is made, what are the probabilities of obtaining each possible
measurement result? In this case we write down the answer using the density matrix.

We can compute the density operator from the states that make up the ensemble
using (5.7). Then it is convenient to write the density matrix in a given basis. If we
choose the compute the density matrix in the {|0),|1)} basis, the matrix will be of
the form

((0|p|0> (0|p|1)>
(1[p10)  (1lpl1)

If a measurement on a member of the ensemble is made, then the probability that
the particle is found to be in the state |0) is given by

(0] p|0) (probability a member of the ensemble is found to be in the state |0))

If a measurement on a member of the ensemble is made, then the probability the
particle is found to be in the state |1) is

(1] p|1) (probability a member of the ensemble is found to be in the state |1))

Notice this statement is equivalent to the earlier definition where we used the trace
together with the given projection operator compute the various probabilities.
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Example 5.10

Consider an ensemble in which 40% of the systems are known to be prepared in the state

V) = i|0>+\/?|1)
=7 3

and 60% of the systems are prepared in the state

3
|¢) = |0) + £|1

(@) Find the density operators for each of these states, and show they are pure states. If
measurements are made on systems in each of these states, what are the probabilities
they are found to be in states |0) and state |1), respectively?

(b) Determine the density operator for the ensemble.

(c) Show that Tr(p) =1.

(d) A measurement of Z is made on a member drawn from the ensemble. What are the
probabilities it is found to be in state |0) and state |1), respectively?

Solution

(@) By looking at |v) and using the Born rule, we see that the probability of finding the
system in state |0) is 1/3, while the probability of finding the system in the state |1) is
2/3. If the system is prepared in state |¢), the probability that measurement finds the
system in state |0) is 1/4, and the probability that the system is found in state |1) is
3/4.

The density operators for each individual state are given by py, =[y)(¥| and py =
|¢)(¢|. We obtain

2
pw=|1ﬁ)(1ﬂ|=< 10) +,/ = |1)< 0|+,/§<1>
1 Nz V2 2
= §)|o><0| + ?|O)(ll + ?|1)(0| + —|1><1|
1 3 3
po = |8} (] = <5|0> + %m) ( (ol + £ 1|)

1 V3 V3 3
= Z'O><O| + TIO>(1| + T'l)(()' + Z|l><1|

The matrix representations are given by

1
o = (Oes10 Oy [ 3
YT \op o) (Lipyl1) 2

3

NN w‘s‘
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and

1
) _<<0|p¢|0> <0|p¢|1>)_ 4
* 7 \(Lpsl0)  (1lpyl1) V3

4

Mlw J>|&

To determine whether or not these matrices are pure states, we square each density
matrix and then compute the trace. We calculate the first explicitly:

1 V2 1 V2 1 V2
P = 3 3 3 3|_[3 3
V22 V2 2 V2 2
3 3 3 3 3 3

Since py = pi and Tr(py) =1, thisis a pure state. It is easy to show that p4 is also a pure
state.

(b) We use (5.7), which we restate here:

p=7 pivi= ) pilY)Wil
i=1 i=1

The probabilities given in the problem are

2
3
=60% = —
Py 0 5
The density matrix for the ensemble is
1 V2 1 V3
23 3 4 4
P = Ppypy + pep = ¢ + -
v POy » N N I
3 3 4 4
17 (8vV2+9V73)
_ 60 60
(8vV2+9V73) 43
60 60
(c) Notice that Tr(p) = 17/60+ 43/60= 60/60= 1, which must be the case for a density

matrix.

(d) To find the respective probabilities, recall that we can write the matrix representation
in the {|0), |1)} basis:

p=<<0lp|0) <0|p|1)>
(1lpl0)  (1lpl1)

The probability of finding a member of the ensemble in the state |0) is given by (0]p|0).
Looking at the density matrix calculated in part (c), we see that the probability is 17/60~ 0.28.
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Similarly, the probability of finding a member of the ensemble in the state |1) is given by
(1]p|1). Looking at the density matrix calculated in part (c), we see that the probability is
43/60~0.72.

Completely Mixed States

A completely mixed state can be thought of as the opposite end aong a continuum
of density operators, with a pure state on the other side. In a completely mixed state
the probability for the system to be in each given state is identical. In that case the
density operator is a constant multiple of the identity matrix. If the state space has
n dimensions, then

p==xI (5.13)

Since 12=1, we have p? = nizl. Furthermore, in n dimensions, Tr (1) =n. So for
a completely mixed state we have

Tr(p?) =Tr (n—121> = n—lzTr(I) = % (5.14)

In most if not all cases of interest to us, n=2. For n =2 the lower bound, given
by a completely mixed state, is Tr(p?) = % while the upper bound for a pure state
is given by Tr(p?) =1.

THE PARTIAL TRACE AND THE REDUCED DENSITY OPERATOR

A very important application of the density operator isin the characterization of com-
posite systems—systems that are made up of two or more individua subsystems.
Think entanglement.

The density operator is a very useful tool for characterizing and working with
states of subsystems. In particular, we are going to start by thinking about a com-
posite system where Alice has one part of the system and Bob has another part of
the system and they fly off in opposite directions. The complete state of the system
contains information about both subsystems, but obviously Bob, who is a long way
from Alice, can't know about her half of the system unless she happened to call
him up and tell him about it. We need a way to take the density operator for the
entire system and digtill it down into a density operator that just represents what
Bob alone sees. This can be done by calculating the partial trace, which will give us
Bob’s very own density operator. We call that density operator the reduced density
operator .

A typical example is imagining that Alice and Bob each share one member of
an entangled EPR pair. Let’s suppose that the system is in one of the Bell states

_ 104)108) — 114)115)
V2

|10)
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We construct the density operator for a composite system the same way we have
been doing for individual systems. The density operator for this particular state is

p = |B10) (1ol
104)108) — 124)115) | ({0al(0g] — (14[(15]
_ 5.15
(PP ) (P ) &1
~ 104)105){041{08| —104)105) (Lal(1p] — 114)|15)(041{05| + |14)115)(Lal (1]
N 2

Because idea behind the partial trace is to obtain the density operator for one of
the composite systems alone, we want a mathematical tool that describes quantities
that are observable in that composite system. Basically with o as we have written it
here, we have a description of the complete system. Now, if Alice and Bob fly off
in opposite directions, neither one of them alone has access to the complete system.
We need a tool that will tell us what Alice alone sees and what Bob aone sees. To
implement the partial trace, we compute the trace by summing over the basis states
of one party aone. Let's say for the sake of example that we're in Bob's shoes.
Then we need to trace over Alice's basis states. We have

pg = Tra(p) = Tra(|B10)(B1ol) = (0al(IB10)(B10D)104) + (14l(|B10)(B10D)114)

Using our expression for p, we have

(04 l(1B10)(B101)104)

= (0, <‘OAHOB)(OA|(OB‘*‘OAHOB)(]-A|<lB|£‘1A)|1B)<OA\<OB|+|1A)|1B)<1A‘<1B‘> 104)

(04104)108){05[(04104) — (04104)105)(15(0a|La) — (0a[14)|15)(0r[{04[04)

1 +(04114)15) (151 (14]04)
=3 .
_ 105) (05|

2

and

(Lal(IB10) (B10D114)

04)105)(041(081—=104)108) (1 (151—114)11B)(041(0p|+[14)|1p)(1al(1
= (14] (\ 42108)(041(0p—104)108) (14 BIZ\ AN1B)(0A1Op|+[14) 1) (L4 B\) 114)

(14104)105)(051(0414) — (14104)105)(15[(0al1a) — (1a|1a)|15)(0p[(0al14)
1 + (L4114 115) (114 114)

= E 5
_ [1p) (1]
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So the density operator for Bob is

pp = Tra(p) = Tra(|B10)(B1ol) = (0al(1B10) (B10D104) + (14l(|B10)(B10D)114)
_ 10001 + 1) (1]
N 2

We dropped the subscripts because this is Bob’'s state alone. The matrix represen-
tation with respect to Bob's {|0),|1)} basisis

110
IOB—ZO 1

Noticethat Tr (pg) = 1/2+ 1/2 =1 (remember, the trace of adensity matrix is always
1). Now let’'s square it. This is easy because we just have the identity matrix:

171 0\ I , 17 1(1 0

Then we have
Tr(pg) =5+

That is, Bob has a completely mixed state.

You Try It

Compute the density matrix for Alice by taking the partial trace with respect to
Bob’s basis. Then show that Alice has the same completely mixed state in her
possession.

What about the state of the joint system? The matrix representation of p as
given in (15) is

(00[p|00) (00[p|01) (00|p|10) (0O|p|11)
[o] = (01]p]00) (01]p|01) (01]p|10) (O1|p|11)
(10/p]00) (10]p|01) (10]p|10) (10|p|11)
(111p]00) (11]p|01) (11]p|10) (11|p|11)

1 -1

2 00 %

0O 00 O

= 0O 00 O

-1 1

5 00 3
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It can be easily verified that

1 -1 1 -1 1 -1
-0 - - 0 0 — - 0 0 —

2 2 2 2 2 2

> | O 0 O 06 00 O J]o oo0 O
PP=10 00 O 0O 00 OO 00 O
-1 1 -1 1 -1 1

-~ 0 0 = = Z — 0 0 =

2 2 2 00 2 2 2

So we have Tr(p?) = 1. That is, the joint system described by the state |810) is a
pure state, while Alice and Bob alone see completely mixed states. We will see
more of joint systems when we study entanglement in detail.

Example 5.11

Suppose that

|0) — i]1) \F 1
A) = . 1B =4/Z10) + |1
|A) Nz |B) 3|)+\/§|)

(a) Write down the product state |A)|B).
(b) Compute the density operator. Is this a pure state?

Solution

(@) The product state is

|A) ® |B) = <'°> _i'1)> ® ﬁ|o>+ =
B NZ) 3 V3

_ 1
V3

1

i i
— 110 —
V6 10

00 —
100) + 7 7

|01) — 111)

(b) The density operator is
S
V6
1
V18

1 i i
+ =101)(01| + —==|01) (10| + —|01)(11
6| )(01 \/1—8| )(10] 6| ) (11

p— (i|00> + Loy -

V3
= Liooy(00
= 3100)(00[ +

i i 1 1 i i
—]10) — — |11 — (00 — (01 — (10 — (11
RN >><¢§< BT AT A ')

. . L
100)(01] + %|00)(10| +— 100y (11 + ——

01)(00
/18 ml )(00]
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i i 1 1 i
— =|10)(00] — —=110)(01] + =]10)(10] + ——=|10)(11| — —=|11)(00
3110:(00) ml }{01] + 3110)( |+m| ) (11 \/EI )00

1 1
—=[11)(10| + <|11)(11
«/1_8| ) |+6| ) (11

The matrix representation is

i
——[11)(01
6| )(01] +

1 1 i i
3 J/18 3 V18
i
_|vi8 6 /18 6
Pl - -1 1
3 Ji8 3 /18
—i —i 1 1
Ji8 6 /18 6
Notice that the trace is unity
Trp) = s+ itz
r = — — — — =
P=37673" 6
Squaring, we have
1 1 i i
3 3/2 3 32
1 1 i i
>_|3v2 6 3/2 6
e
3 3/2 3 302
—i —i 1 1
32 6 3/2 6
Of course, this matrix is just the original density matrix, so
1 1 1 1
Tr(pH)=+-4+Z+-=1
=35t 3t 6

We see that the product state is a pure state.

THE DENSITY OPERATOR AND THE BLOCH VECTOR

In the second chapter we encountered the Bloch sphere, which provided a graphical
representation of two-level quantum states. We will now see how to relate the density
operator of a given system to the Bloch sphere.

The density operator of a system in a two-dimensional Hilbert space can be
decomposed in the following way. First we define

0 =0xX + 0,y +0,2
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Then a density operator can be decomposed as

1 P
PZE(I-FS-U)

S is called the Bloch vector. The magnitudq of the Bloch vector satisfies |§| <1,
with equality for pure states. Otherwise, if | S| < 1, then the state is a mixed state.
The components of the Bloch vector are calculated by considering the expectation
values of the operators X, Y, and Z. That is,

S=SE+8,5+82=(X)F+(V)j+(2)z

Using what we have learned about density operators, the components of the
Bloch vector are given by

Sc=Tr(pX), S,=Tr(pY), S.=Tr(p2)

The Bloch vector provides us with another way to determine whether a state is pure
or mixed, as the next example shows.

Example 5.12

Consider the following matrix:

ol ol

—i

ol w M~

(a) Isthisavalid density operator?
(b) Does this represent a pure state or a mixed state?

Solution
(a) First it is easy to verify that the matrix is Hermitian. The transpose is

—i

4

~
N~ 0l

ol w

Taking the complex conjugate, we observe that p = %9, so the matrix is Hermitian. Next we
see that

3
°-1
+8

ool ol

Tr(p) =
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as required for density operators. Finally, we check the eigenvalues. A simple calculation shows
that the eigenvalues of the matrix are

IR
-8

12

Both eigenvalues satisfy 0 < A1 2 < 1, so the matrix represents a positive operator. We conclude
that this is a valid density matrix.

(b) We compute the components of the Bloch vector:

5 i —i 3
B B 0 1\| 8 4||_ 4 8| _
Sy =Tr(Xp)=Tr (1 0) i 3 =Tr 5 = 0
4 8 8 4
B 5 i -1 —i3
_ I N 1 A el
Sy =Tr(Yp)=Tr <i 0) i 3 =Tr 5 1|7
L 4 8 8 4
B 5 i 5 i
B B 1 0\l 8 4f||_.,. |8 4]_1
S, =Tr(Zp)=Tr (O _1> i 3 =Tr Y
L 4 8 4 8

The magnitude of the Bloch vector is

S| = ,/S2+ 52+ 52

Il
FNJIN

+
=
5l

Il
ool

Il
~%
X
o
al
(o2}

A
[y

Since |S‘ | < 1, we conclude that this density matrix represents a mixed state.

EXERCISES

5.1. Consider the following state vector:

) = /20 + L)
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(A) Isthe state normalized?

(B) What is the probability that the system is found to be in state |0) if Z is measured?
(C) Write down the density operator.

(D) Find the density matrix in the {|0), |1)} basis, and show that Tr(p) =1

coso
1 =(n0)

Is this state normalized? Is p = |y) (| a density operator?

V) = flo

(A) Write down the density matrix in the {|0), |1)} basis.

(B) Determine whether or not thisis a pure state.

(C) Write down the density matrix in the {| +), | — )} basis, show that Tr(p) = 1 till holds, and
determine if you still obtain the same result asin part (b).

5.2. Consider the state

53. Let

5.4. Suppose that a system is in the state

2
) =\f§|0>+

(A) Compute Tr(p)and Tr(p?). Is this a mixed state?
(B) Find (X) for this state.

5.5. Suppose that

1
3
—i

4

(A) Isthisa valid density matrix? If not, why not?
(B) If thisis a valid density matrix, does it represent a pure state or a mixed state?

10=

WIN B~

5.6. For the density matrix given by

_} 3 1—i
P=5\1+i 2
(A) Isthisa mixed state?

(B) Find (X), (Y), and () for this state.

5.7. Consider an ensemble in which 25% of the systems are known to be prepared
in the state

1
—=11)

2
:—0
[¥) |)+\/§

/5
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and 75% of the systems are prepared in the state

= 10+
V2 V2

(A) Find the density operators for each of these states, and show they are pure states. If mea-
surements are made on systems in each of these states, what are the probabilities they are
found to be in states |0) and state |1), respectively?

(B) Determine the density operator for the ensemble.

(C) Show that Tr(p) = 1.

(D) A measurement of Z is made on a member drawn from the ensemble. What are the proba-
bilitiesit is found to be in state |0) and state |1), respectively?

)

5.8. Suppose that we have an ensemble with 60% of the states prepared as

@) = /214 — /2

and 40% of the states are prepared as

Ib)—\/§|+>+\/§| )
Vs 8
A member is drawn from the ensemble. What is the probability that measurement
finds it in the |0) state?
5.9. Suppose that Alice and Bob share the entangled state
_100) +]11)
V2

(A) Write down the density operator for this state.

(B) Compute the density matrix. Verify that Tr(p) = 1, and determine if thisis a pure state.
(C) Find the density matrix that represents the reduced density operator as seen by Alice.
(D) Show that the reduced density operator as seen by Alice is a completely mixed state.

V)

5.10. Consider the following matrix:

—i

IELIEN)
U1l w |

(A) Show that this matrix is Hermitian.

(B) Verify that the eigenvalues are A1 » = 20 + +/41/40.

(C) Does this matrix represent a valid density matrix?

(D) Show that the probability of finding the systemin the |0) state is 0.66.

(E) Compute the components of the Bloch vector, and show that thisis a mixed state.






QUANTUM MEASUREMENT
THEORY

When it comes to the measurement of physical observables, quantum mechanics can
tell us what measurement results are possible and what the probability is of obtaining
each measurement result. It is also important to focus on what the state of the system
is after a measurement is made. While measurement generally has no effect on a
system in classical mechanics (i.e., macroscopic systems in general), measurement
has a profound impact on a quantum mechanical system—altering its state in an
irreversible way. Much of the material in this chapter is a review of concepts
already introduced. Nevertheless, if thisis your first exposure to quantum theory, it
is important that you master these topics. Measurement plays a fundamental role in
guantum computation because, at some point, we have to be able to get information
out of the computational system. In this chapter we will learn the basics about
different measurement models used in quantum theory.

DISTINGUISHING QUANTUM STATES AND MEASUREMENT

Measurement plays a central role in quantum mechanics. An act of measurement dis-
turbs a quantum system in a fundamental way. Consider once again a general qubit

V) = «|0) + BI1) (6.1)

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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When a measurement is made, the qubit will be forced into the state |) — |0)
or |[y) — |1). After measurement the origina state (6.1) islost. It isn’t possible to
make a measurement and determine what « and 8 are.

The measurement of a quantum system involves some type of interaction or
coupling of that system with a measuring device. That device can be thought of as
part of the larger environment which the quantum system is a part of. Frequently
the measuring apparatus or larger environment is known as the ancilla. A system
coupled to an environment is known as an open system.

In Chapters 3 and 5 we discussed the time evolution of a quantum system. The
systems considered in that case were closed quantum systems—that is, systems that
were isolated from the larger environment. The time evolution of a closed quantum
system can be is governed by the Schrodinger equation (3.90), and we say that
closed quantum systems evolve over time via unitary evolution, (3.91) and (3.92).

Let’s summarize the axioms of quantum mechanics briefly here, focusing on
what we need to begin a discussion of measurement. First we know that a quantum
system is described by a vector (the “state vector”) in a Hilbert space. The state of
the system at time t is denoted by |y (t)).

The dynamical behavior of a quantum system is determined by the Hamiltonian
operator H, which describes the total energy of the system. The time evolution of
an isolated or closed system is described by the Schridinger equation

i) = HY (62)

The actua form of the Hamiltonian operator depends on the specific nature of
the system being studied. However, the general solution of (6.2) gives us the state
of the system at time t. If we let the state of the system at the initial timet =0 be
[14(0)), then the solution of (6.2) tells us how quantum states evolve with time:

[y (1)) = e 1174 (0)) (6.3)

~ Looking at (6.3) and recalling that the Hamiltonian is Hermitian, we see that
e~'H!/h is a unitary operator. This operator is called unitary evolution operator :

U = e tHI/N (6.4)
In the last chapter we described the evolution of a quantum system in terms of
density operators. If the system is initially described by some density operator po,
then the state of the system at time t will be

po="UpoU" (6.5)
The dynamics of a quantum system is trace-preserving. This means that if the

system is initially described by some density operator po with Tr (pg) = 1, then after
the system has evolved to a final state described by p¢, then Tr (o) = 1.
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While time evolution is trace-preserving, measurement is described by trace-
decreasing quantum operations. A quantum operation involving measurement, des-
cribed by a measurement operator that we will denote by M ,,, transforms a density
operator p according to p’ = M,,pM,,T. In this case, Tr(p’) <1.

We begin our detailed discussion of measurement by considering projective or
Von Neumann measurements.

PROJECTIVE MEASUREMENTS

The first measurement model we will explore involves projective measurements.
We begin with this type of measurement because it’s the easiest to understand, it's
how introductory quantum mechanics is usualy taught, and historically it's the old-
est type of measurement model. Projective measurements are also known as Von
Neumann measurements, after the mathematician who first described this type of
measurement. We have aready introduced some basic notions of projective mea-
surements in previous chapters, so some of this materia will be review. It plays
a fundamenta role in quantum information theory, however, and a review won't
hurt.

The idea of making a projective measurement is based on the following notion:
Given a set of mutually exclusive possible states, what state is the system is in?
For example, an atom could have two mutualy exclusive states—a lower energy
“ground state” denoted by |¢) and an “excited state” denoted by |e). We can use a
projective measurement to determine if the atom isin the state |g) or in the state |e).
As another example, we may be interested in the position of aparticle. Isit located at
position x; or at position x,? For a qubit, we could ask: Is the qubit |0), or isit |1)?

Such mutually exclusive possibilities are described by projection operators in
guantum measurement theory. A projection operator P is Hermitian

p=Pp' (6.6)

and equa to its own square
P?=rp (6.7)

We say that two projection operators P; and P, are orthogonal if their product is
zero. That is, for every state |v), P, and P, are orthogona if

P1Po|yr) =0 (6.8)
A set of mutually exclusive measurement results corresponds to a set of orthog-

onal projection operators that act on the state space of the system. A complete set
of orthogonal projection operators is one for which

dYop=1 (6.9)
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Every complete set of orthogonal projectors specifies a measurement that can
be realized. If a set of orthogonal projection operators is complete, (6.9) implies that
at least one of the possible measurement results must be true. This is aso another
expression of the fact that probabilities must sum to one. The number of projection
operators is determined by the dimension of the Hilbert space that describes the
system. If the dimension of the Hilbert space is d and there are m projection
operators, it must be true that

m<d (6.10)

For example, if we aretalking about aqubit where |y) = «|0) + 8|1), the dimen-
sion of the space is 2, and the projection operators corresponding to the mutually
exclusive measurement results |0) and |1) are

Po=10)(0l, P =11 (6.11)

The projection operators corresponding to the ground and excited states of an atom
would be written as

Py =1g)(gl,  Pe=le)e] (6.12)

If two projection operators commute, then their product P1P- is aso a projec-
tion operator. However, the sum of two or more projection operators is, in general,
not a projector. The necessary and sufficient condition needed for the sum of a set of
projection operators to be a projection operator is that they be mutually orthogonal.
If we have a set of projection operators {P1, P2, P3, ...}, we can indicate that they
are mutually orthogonal by writing

P; Pj = (Sij P; (613)

Now let the dimension of the system be n, and consider a set of mutually orthog-
ona projection operators {P1, P2, P3, ..., Pyn}. Let the system be prepared in a
state |y). The probability of finding the ith outcome when a measurement is madeis

Pr(i) = | P1Y)12 = (BIY) T (Pw)) = (WIPAIY) = (Y| Piy) (6.14)

Next consider some observable set of projection operators, which we denote by
A and let the eigenvectors of A be denoted by |u;) each with eigenvalue a;. The
spectral decomposition of A allows us to write the operator as

n

A= iai|ui><ui| = Zai P; (6.15)
i—1

i=1

where the projection operator corresponding to measurement outcome a; is given by
P; = |uj)(uj|. We can expand the state of the system |) in terms of the eigenvectors
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of A as

n n

W) = (uilyDlu) =Y cilus) (6.16)

i=1 i=1

Here c; = (u;|v) is the probability amplitude for obtaining measurement result a;
when the system isin the state |y). The actual probability for the given measurement
result is found by computing the modulus squared of this quantity, that is,

Pr(i) = [{u;¥)]? (6.17)

(assuming the state is normalized, if not then we need to divide by (v |y)). Result
(6.17) is often called the Born rule. If the eigenvalue is degenerate, then the proba-
bility is found by summing over all eigenvectors that correspond to that eigenvalue

Pr(i) =y [(u;ly)? (6.18)
J

Looking at (6.14) and recalling that the trace turns outer products into inner products
(i.e., Tr(Alv){o]) = (¢|Alyr)), notice that the probability of obtaining measurement
result a; can be written as

Pr(i) = (Y Pily) = Tr (Pily) (¥]) (6.19)

Now consider the state of the system after measurement. When discussing pro-
jective measurements, one frequently hears about the mysterious collapse of the wave
function. What this means is that while the state of the system prior to measurement
could be a superposition of basis states as written in (6.16), after measurement the
system collapses to the basis state that corresponds to the measurement result that
was obtained. Formally, we write the state of the system after measurement |v') as

Pi|yr)
(WIP: 1Y)
The presence of the factor (/|Pi|y) in the denominator is to ensure that |v') is

normalized. The expectation value or average of an observable A with respect to a
state |y) is given by

ly') = (6.20)

(A) = ai(y|PIY) (6.21)

Example 6.1

A system isin the state

2 2 1 2 6
) = ﬁWl) + \/—1_9|u2> + EWS) + \/ﬁlm') + \/%WS)
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where {|u1), |uz), |us), |us), |us)} are a complete and orthonormal set of vectors. Each |u;)
is an eigenstate of the system’s Hamiltonian corresponding to the possible measurement result
H |un) =nelun), wheren=1, 2, 3, 4, 5.

(a) Describe the set of projection operators corresponding to the possible measurement
results.

(b) Determine the probability of obtaining each measurement result. What is the state of the
system after measurement if we measure the energy to be 3¢?

(c) What is the average energy of the system?

Solution

() The possible measurement results are ¢, 2¢, 3¢, 4¢, and 5¢. These measurement results
correspond to the basis states |u1), |u2), |us), |us), and |us), respectively. Hence the
projection operators corresponding to each measurement result are

Pr = fu1)(ua]
Py = {u2)(u>)
P3 = |uz)(us|
Py = |ua)(ua
Ps5 = |us)(us|

Sincethe |u;)’sare a set of orthnormal basis vectors, the completenessrelation is satisfied
and

Sh=i
i

(b) We can calculate the probability of obtaining each measurement result using (6.14) or
(6.17). Let’s apply (6.17) to calculate the probability of finding e or 2¢. First we need
to check and see if the state is normalized. This is done by calculating

5
D el
i=1

and seeing if the result is 1. We have

2
+

2
o

19

2+’ 2
V19

2+]2 2+\1
V19 V19
_4+4+1+4+6
19 19 19 19 19
19

~_1
19

i lei? = ‘—2_
i=1 l 19
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The state is normalized, so we can proceed. Before doing so, recall that the fact that the
basis states are orthonormal means that

(uiluj) = &;j

So, in the first case, applying the Born rule we have

-

Pr(e) = [uzly) 1> = |

2 2 1 2 \/? ?
u1l Elul) + Eﬂtz) + \/—1—9|M3> + E”M) + E'MS)

2

2 2 1 2 6
= EWIWI) + \/—1—9(“l|u2> + E(”l”ﬂ) + EWIUM) +4/ E(”lWS)
2wy 20 Los 2o S0
| V19 V19 \/— «/— 19
5 P2
= T
_ 4
T 19

The probability of obtaining the second measurement result is

2 2 1 2 6
Pr(e) = = = _— = —
(&) = {uzly)|? uzl(m|u1)+mluz)+mlus)+mlu4)+,/lglu5))
2 2
=‘ﬁ<uzlu2)
2 2
z‘ﬁ
_4
19

To calculate the remaining probabilities, let's use the projection operators and apply
(6.14). We find that

2 1 2 6
P3|} = (lus)(ual) (W) \/—9 J—1—9|u2) + «/—1_9|u3) + \/—1—9|M4> +\/%IM5)>

1 1
= |us) (\/1—9(u3|u3>) = «/71_9|M3)

Therefore

Pr(3e) = (V| Pslyr)
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(A )+ 2 ) )+ = |+\/E< | (i| >>
= T ui \/1—9142 «/1_9143 \/1—9144 19 us «/1_9143

i)<i)< | >+<i)(i>< 3} + = (uslus)
19) (/1) """ 19/ \ /g ) "33 T pgtisls

1 6 1
<—19> (ualuz) + 19 <—19> (usluz)

Similarly we find that

2
Palr) = (lua)(uaDly) = \/71—9|u4>

6
Pslyr) = (lus)(us)|y) = \/%IM)

So we write 4
Pr(de) = (| Palyy) = 9

6
Pr(Se) = (V| Ps|yr) = I

If a measurement is made and we find the energy to be 3¢, we apply (6.20). The state
of the system after measurement is

__Ply) YISk
JUTRY) V119

(c) The average energy of the system is found using (6.21). We find that

lv') = |u3)

5
(Hy =Y Ei{(Y|P|Y) = e(Y| PrlY) + 26 (Y| Palyr) + 3e (| Paly))

i=1
+ 4 (Y| Palyy) + Se (V| Ps|r)
4 4 1 4 6
=475 +281—9 +3€1—9 +4€l—9 +581—9
61
= 1—98

Example 6.2

A qubit is in the state

V3 1
) = 7|0>—5|1>
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A measurement with respect to Y is made. Given that the eigenvalues of the Y matrix are
+1, determine the probability that the measurement result is +1 and the probability that the
measurement result is —1.

Solution

First we verify that the state is normalized

V3 1 1
(V) = (7<0 - §<1I> (—IO - 5 )
1
T2

3 3
(010) — £(1|0> - £<0|1)

111

3
4
_3. 1
4

1
4
Since (¥ |v) =1 the state is normalized. Recall that ¥ = <_0
eigenvectors of the Y matrix are

= 50 =50

corresponding to the eigenvalues 41, respectively. The dual vectors in each case, found by
computing the transpose of each vector can taking the complex conjugate of each element, are

6) You need to show that the

<u1|=(|u1>)T=%(1 —i), <uz|=(|uz>)*=%(1 i)

The projection operators corresponding to each possible measurement result are

1 1 —i
Pig = |ug)(ual = > <Zl> 1 )= > (,1 3)

1 1 . 1 1 i
Py = luz)luz| = 5 (—i) (L )= > (_,- 1)

Writing the state |v) as a column vector, we have

0=Bo-tn-L (-1 -1(%)
Hence
=30 D3(D-3C DD-i(E0)
U SR HCH EH O G B S
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Now, if a measurement is made of the Y observable, the probability of finding +1 is

23 (5

1 . . 1 1
= §(3+1J§+1—1J§)_ SG+D =3

Pr(+1) = (Y[ Paly) =

Similarly find Y
1 1( V3—i
Pr(—1) = (¥IPaly) = 5(v/3 -1 (_1_iﬁ>
1. e 1 1
25(3—1\/§+1+z\/§)—§(3+1)_2
You Try It

Show that the eigenvectors of ¥ = ( O l) are

) = % (f) Lz = %2 (_f)

Example 6.3
A system isin the state
1 5
=—10 —11
[¥) @l )+

A measurement is made with respect to the observable X. What is the expectation or average
value?

Solution
. 01
The eigenvectors of X = (1 O) are
10) + 11) 10) — 1)
4, = )= 6.22
[+x) NG [—x) NG (6.22)
The projection operator corresponding to a measurement of +1 is
10) +11) (O] + (1
P+:|+x)<+x|:< )( >
V2 V2 (6.23)

1
5 (100401 + [0)¢11 + [1)¢01 + 11)<1D)
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The projection operator corresponding to a measurement of —1 is

= <|0>:le1>> <<O|}2<1|) -

1
2 (10401 = [0)¢1) — [1)¢01 + 11)<1D)

P_

The probability of finding each measurement result is

Pr(+1) = (Y| P1|y)

=|-—=(© 0)(0] + 0)(1] + |1)(0] + |1)(1 1)
(dé(|+ e I) 5 (10)(0] + [0) (1| + [1)(0] + [1)(1]) ( |

(1 5 145 1++/5
_(\/G(OH\/;m)( NG 10) + NG |1))
6425

V)

Pr(=1) = (y|P_|y)

1 5 1
= <%(0| +\/;<1|> <§(|o><0| —10)(1| — |1)(0] + |1)(1|)> < \/7|1>>

1 5 1-./5 1+J§
=<76<0|+/;<1|>< W |0) + NG )
_6-25
12

Notice that the probabilities sum to 1:

6+2/5 6-—245
WP ) + (WP ) = +12f+ 12f=1

The average vaue is
(X) =HDPr(+D) + (=D Pr(-1)
_6+2V5 (6—2¢§> V5

=— ~075
12 12 3

For a system with a single qubit, we can write the orthogonal projection operators as

I+n-o

5 (6.25)

Py =

Here 7 is an axis on the Bloch sphere. Recall that the outer product representation of X = oy =
|2)(0] + |0) (1| and suppose that we choose 7 to be a unit vector in the x direction. Then

I[+%-0 1
Py = # = 510101+ | 1){1f & 0)¢1f & [1)¢0D)
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Comparison with (6.23) and (6.24) shows that these are the correct projection operators onto
the eignvectors of X, namely |+).

MEASUREMENTS ON COMPOSITE SYSTEMS

Composite systems were introduced in Chapter 4. Many applications in quantum
computation involve composite systems. In this section we will go over some basic
measurement operations on composite systems. The utility of some of the relations
stated in the previous section will become clear when dealing with the example of
composite systems provided below.

Example 6.4

Describe the action of the operators Po® | and | ® P; on the state

_ 10D - ]10)
W2

V)

Solution

The first operator, Py ® I, tells us to apply the projection operator, P =|0) (0], to the first qubit
and to leave the second qubit alone. The result is

1 01)
—[(10)¢0|0 1) - (001 ®I|0)] = —
ﬁ[(\ )(010) ® |1) — (10)(011) ® |0))] NG

Po® 1Y) =
Interestingly, applying a projective measurement to the first qubit causes the second qubit to
assume a definite state. As we will see in the next chapter, this is a property of entangled
systems. Apparently it doesn’t matter if the qubits are spatially separated for a collapse of the
system to occur.
To find the properly normalized state of the system after measurement we use (6.20). We
have

_ ({01 —(10]\ |01) _ (0[0)(1|1) —(1|0)(0]1) 1
(¢|P0®1|¢>—<7> NG 5 >

N _
The state after measurement is

Po®Ily)  _ 100)/vV2 _
VORIV (1/3/2)

ly') = |01)

As can be seen, while applying (6.20) in the single qubit case can seem like overkill, in this
case this allows us to quickly write down the properly normalized state after measurement.
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The second operator, | ® P1, tells us to leave the first qubit alone and to apply the pro-
jection operator P1 = |1)(1] to the second qubit. This gives

01
I®Piy) = 7[|0> ® (11)(11) — 11) ® (11)(1]0))] = %

We have therefore the same state, but this time doing the projective measurement represented
by P1=11)(1] the second qubit has forced the first qubit into the state |0). Let's redo the
calculation using matrices. The operator is

0 0 0O
_(1.-Pp. O-P\ |0 1 0O O
I®Pl_<O-P1 1‘P1)_ 0000
0 0 0 1
Then we have
0
1 0 1
ou=mem=(g)e()=|g
0
0
0 1 0
10 -me0-(3)e(5)- |9
0
So the state of the system prior to measurement is
0
gy = 0B -0 1)1
vz vzt
0
The action of the operator | ® P is then computed as follows:
0 0 0 O 0 0
1101 00 1 111 1
I®P1|W)—ﬁ 000 O _1 _ﬁ 0 —EIOD
0 0 0 1 0 0
Example 6.5

A system isin the state

R |OO \/7|01 |10 |11)
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(8) What is the probability that measurement finds the system in the state |¢) = |01)?

(b) What is the probability that measurement finds the first qubit in the state |0)? What is
the state of the system after measurement?

Solution

(a) Given that the system is in the state |v/), the probability of finding it in the state
|¢)=101) is calculated using the Born rule, which is Pr=|(¢|¥)|%. Since (0|1)=
(1]0) =0, we have

(Bly) = (01|< [|01 |10 —|11)>

3 1 1
—=(010)(1/0) + \/g<0|0)(1|1> + 5 OILO) + SO

\/_
_ \F
“ Vs
Therefore the probability is

Pr= 2_ %

Kolv)l 8
(b) To find the probability that measurement finds the first qubit in the state |0), we can
apply Po®1 =10)(0| ® | to the state. So the projection operator P is applied to the first

qubit and the identity operator to the second qubit, leaving the second qubit unchanged.
This obtains

1 3 1 1
Po®Ily) = (10)(0|® 1) (\/§|OO) + \/gIOl) + §|10) + 2|11))

1 3 1 1
= EIO)@IO) ® |0) + \/gIOHOIO) ®11) + 51001 & 10) + 51001 1) ® 1)

1 3
= —|00 —|01
\/§| )+ 50D

The probability of obtaining this result is

Pr=(y|Po®IY)

1 3 1
= [ —(00 fOl 10 11 00) \/>01
(JE( [+4/ 50U+ 5 ( I+ 5 ( |)< | | )
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The state of the system after measurement using (6.20) is found to be

') = M—ﬁ(—mo \/>|o1>

V(W Po® IY)

1 V3
== ~|01
2|oo>+ 5 |01)

Example 6.6

A three-qubit system is in the state

V2+i 1 1 i
- 000) + —|001) + ——|011) + —|111
[¥) <@>I >+ﬁ| )+\/F)| )+2| )

(a) Is the state normalized? What is the probability that the system is found in the state
|000) if al 3 qubits are measured?

(b) What is the probability that a measurement on the first qubit only gives 0? What is the
postmeasurement state of the system?

Solution

(8) To determine if the state is normalized, we compute the sum of the sguares of the
coefficients:

et= (%) (%) () (5 () ()
B

“20 2 103" 0"

So the state is normalized. The probability the system is found in state |000) if all three
qubits are measured is

Pr(000) = ({/i’) (“/3__0’) = % =015

(b) The probability that a measurement on the first qubit is zero can be found by acting
on the state with the operator Po® | ® I and computing (¢ |Po® | ® I |¢). This will
project onto the |0) state for the first qubit while leaving the second and third qubits
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alone. We find that

Pow 1@ 1) = (Y251 (10101 ® 1 ® 1)/000) + = (10)(0® I ® 1)]00L)
0 “\ V20 V2
1 i
——(]0Y(0 1 ®1)|011 —(]10Y(0 I ®1)|111
+ (0019 1@ DL + 1(0(01® 1 & Hi111)
V2+i 1 1
= | ——— ] |000 —|001 ——|011
<@)| )+ 751000 + —=lo11)

The last term vanishes, since (0|1) =0 So

’§(|0><0| ® I ® N|111) = ’§(|0><0|1>> ® 1) ®1) =0

Hence the probability that measurement on the first qubit finds O is

12 2 2
(¢|P®I®I|1ﬁ)—ﬁ+l +‘1 +‘ 1 3,1, 1.3
0 | V20 2 Tyl 2072710 4

The postmeasurement state is

y= fo@lelly) —ﬁ V241 1000y + L joony + = jout
V= SRere ) 3((@)' IV R VT

(V24 \/5 \/7
_< \/E>|ooo>+ 31001) +,/ = j011)

You Try It

Verify that the postmeasurement state in Example 6.6 is normalized.

Example 6.7
A system is in the GHZ state where
) = = (000) + [111))
V2
Suppose that an observable A=ox® oy ® o0, If |£) =1(0) £ 11)/+/2, what is the probability
that measurement finds the system in the state |+-++) and in the state |———) when the system

isin the state A|y)? What is the expectation value of A?
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Solution

Recall the action of the Pauli operators:

0,10) = [1), ox|1) = 10)
ay|0) = —il1), o,]1) =i]0)
0:10) = |0), o:11) = -1
Write 1
AlY) = (0, ® 0y ® 07) (EQOOO) + |111)))

i
= ———(|110) + |001,
\/§(| ) +1001))

Then rewrite this in the |+) = |0) & |1)/+/2 basis. For the first term,

110, <|+>J§|_)> “ <|+>\—f2|—>> o (|+>2|—>>

_ <|+> - |—>> “ <|++> +4+=) = 1=+ — |——>>
/2 2
_ 1

22
— =) + ==+ + ===

(++) + =) = =) = [+==) = |—++)

Similarly for the second term,

001 — <|+>\+f2|—>> o <|+>}2|—>> o (H)J_él_))
— ==+ =) = |===)

() = [H4=) + [+ =4) — [F==) + [—++)

Therefore in the | &) basis the state is

AlY) = =54+ — [H==) = |—+=) +|——+)

The probability that the system is found in the |———) state is zero, while the probability
it is found in the |+++) state is

[+ + +I A2 = ’—’5
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Inthe | +) basis the initial state is

1
W) = 5 () =)+ =)+ =)

The expectation value is

1
22

= S+ = =) = =)+ ==+

WIAI) = ——= (] + (F= =]+ (—+=] + (=—+])

i
=—@1-1-14+1) =0
4\/§( 4

You Try It

Write the GHZ state in the | &) basis.

Example 6.8

A two qubit system is in the state

V3 1
= —|00) + = |11
) > |00) + 2| )
A Y gate is applied to the first qubit. After this is done, what are the possible measure-
ment results if both qubits are measured, and what are the respective probabilities of each
measurement result?

Solution

The action of the Y gate on the computational basis states is
Y|0) =il1), YI|1)=—i|O)

Hence

J3 J3

Y ®1l¢) = "2 (Y ® DI00) + %(Y ® D11 = i;|10) - %|01>

If both qubits are measured, the possible measurement results are 10 and 01. The probability

of finding 10 is
2
N3 (3 (L) B
' “\'2 "2 )74

2
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The probability of finding O1 is

i
2

-~

These probabilities sum to one, as they should.

GENERALIZED MEASUREMENTS

M easurements can be described in a more general way. Following common notation,
we denote a measurement operator by M 1, where m is an index that denotes a possi-
ble measurement result. Given a state |), the probability that we find measurement
result mis

Pr(m) = (/| M M |¥) (6.26)

We can see how projection operators fit into this formalism by comparing (6.14)
and (6.26) and remembering that projection operators are Hermitian and equal to
their own square.

After a measurement the state of the system is

Mn'l
) = V) (6.27)

(W | MY My )

As we saw with projection operators, measurement operators satisfy a complete-
ness relation that follows from the fact that probabilities sum to one. For general
measurement operators we write this as

S MM, =1 (6.28)

Now let’s look at measurements when a system is described by a density oper-
ator. If a quantum system is described by a density operator p, the probability of
finding measurement result m is

Pr(m) = Tr(M, M,,p) (6.29)

If the measurement in question is described by a set of orthogonal projection oper-
ators Pj = |uj){u;j| corresponding to measurement result i then the probability of
finding that measurement result is

Pr(i) = Tr(PPip) = Tr(lui){uilp) = (uilplu;) (6.30)

The state of a system described by a density operator after obtaining measure-
ment result m is given by
. MupM}

p= (6:31)
Tr(Mﬂ’lMﬂ’lp)
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In the case where the measurements are described by a set of orthogonal projec-
tion operators and measurement result i is obtained, the state of the system after
measurement is

,ua) il plug) (ui |

A LS 6.32
p (i o) (632

Example 6.9

A quantum system has a density matrix given by

5 1
p = glOH0I+ 211

What is the probability that the system is in the state |0)?

Solution

Of course, one can read off that the probability the system is in the state |0) is 5/6. But let's
see how we can apply (6.30). It's easy enough:

Pr(0) = T (10){(0lp) = (0|p]0)

= (0 §00 }11 0
—<|<6| )01+ 101 |)|>

0[0)(0|0 }0110—5)
(0/0)(010) + Z(012)(1I0) =

ol o

Example 6.10

A system has the density operator

1 2 2 2
o= §|”1>(Ul| - i%lumuzl + i%l”z)(ml + §|M2)(M2|

where the |ug) constitute an orthonormal basis. What is the probability that a measurement
finds the system in the state |uy)?

Solution

The projection operator corresponding to this measurement result is

Py = |uz)(uz|
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The probability is

2
Pr(luz)) = Tr(Juz)(uzlp) = (u2lpluz) = 3

POSITIVE OPERATOR-VALUED MEASURES

A type of measurement that is more general than the projective measurements we
have focused on so far is known as a positive operator-valued measure or POVM.
A POVM consists of a set of positive operators commonly denoted by En,. The
probability of obtaining measurement result m in this case is given by

Pr(m) = (Y/|Enl¥) (6.33)

When the system is a mixed state described by a density operator p, the probability
of obtaining measurement result misgiven by Tr (Emp). In addition to being positive
operators, the set of E, satisfy

Y E,=1 (6.34)

The measurement operators in a POVM can be constructed from an arbitrary mea-
surement operator by taking
E,=M'M, (6.35)

It is possible to form a POVM to describe a projective measurement, but the
operators E,, do not have to be projection operators. The POVM allows us to
construct a more genera type of measurement operator to describe measurements
where projective measurements do not apply in the real world. For example, if a
system isin a state |/) = ), c;ilu;), a projective measurement |uy) (uk| collapses
the wavefunction to the state |ug). We are free to repeat another measurement
immediately on the system—and that measurement will find the system in the state
|uk) with certainty.

In the laboratory not all measurements are repeatable. The quintessential
example is the detection of a photon—after it has been detected, the photon is
destroyed. Hence repeated measurements on the system are not possible. A POVM
is applicable in this case because it allows us to describe measurements on the
system without regard to the postmeasurement state.

Example 6.11

A system is in the state
2 1
=—[0)+ —=I1
[¥) \/gl ) \/gl )

Describe the probabilities of measuring 0 and 1 for this state in the POVM formalism.
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Solution

In the smple case of a single qubit, we actually have a POVM using the projection operators.
In this example we denote

Eo=10)(0, E1=[1)(1

Noticethat >, E.n = Eo + E1 = |0)(0] + |1)(1] = I. The matrix representations of these oper-
ators in the computational basis are

10 00
EO:(O o>’ El:(o 1)

Each matrix has two eigenvalues, namely {1, 0} indicating that these operators are positive
semidefinite.
By (6.33), the respective probabilities are

Pr(0) = (Y| Eoly) = ( O+ —= ) (10)¢0D ( 10) + —= Il>>

2 1 2 1
= (=0 1 0)(0|0) + 01
(\/E(H\/—()(\/—I)I \/gl)(l)>
2 1 2
= (<0 +—@a) =<0
(«/E(H«/E< |>J§|>
4 4
g(olo) (1\0) =3
Pr(1) = (¢ |E 0] + — (1 0+ —1
Q) = W|ELY) = (f | \/— )(I ) D(f” fl ))
- (i<0\ + i<1|) <—|0><1|0> T i|1><1|1>)
- \V/B V5 V5 V5
2 1 1
- (= =) —n
<\/§<OhL J§< l) JE' )
~Zop+tap-=1
—§<|)+g<\>—g

POVM’s can be useful when projective measurements are not. For example, POVM's provide
the ability to distinguish between nonorthogonal states.

Example 6.12

A system can be in one of two states |y) or |¢). The states are not orthogonal; in fact
[(¥]¢)| =cos 6. Describe a POVM that can distinguish between the two states. Assume that
the states are normalized.
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Solution

Consider the POVM consisting of the following measurement operators:

[ — ) (Bl I — )Nyl
Er— ~ . Ep=—"""" Ea=]—E —E
! 1+ coso 2 1+ cosé 3 ! 2

Each of these operators corresponds to a different measurement outcome. These operators
satisfy the completeness relation, since ), E,, = E1+ E> + E3 = 1. Now consider the first

measurement outcome associated with E;. The probabilities associated with each state are
(Y|E1ly) and (@] E1|). In the first case,

Il
(VIEAlY) = <wm|¢>
YY) — (Yo oy)  1-— (v ) [?
- 1+ cos# " 1+ cost
2
_ 1— cosf _ (1 —cosf)(1+ cosh) —1— cosd
1+ cosé 1+ cos6H
Meanwhile, in the second case,
T e) (el
(plErlp) = (¢|71+cose |#)

_ {99) —(P) ()  1-1
- 1+ cosé T 1+cosf

Hence the operator E; alows us to identify the state |v) with probability 1—cos 6. If the
system is in the state |¢), the probability is zero—this measurement never identifies the state
|¢). A similar exercise shows that the operator

1-1]y) (v

~ 1+cosf

never identifies the state |v), but it identifies the state |¢) with probability 1 — cos 6. These
operators have provided a means of imperfectly distinguishing between two nonorthogonal
guantum states.

If the measurement outcome E 3 is obtained, no information about the state is available.

Example 6.13

A POVM can be used to obtain information about a state with a weak measurement. This is
a measurement that provides some information about the state while only mildly disturbing it,
without forcing a “collapse of the wave function.” Describe a POVM that will do this for a
single qubit.
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Solution
The system in this case is a single qubit
[¥) = al0) +b|1)

where |a|? + |b|2 = 1. Suppose that we have a small positive parameter ¢ < 1 and two mea-
surement operators

Ao = Al0)(0] + v1—¢g|1)(1]
A1 = Vel1)(1
We construct a POVM with the operators
Eo = A§=10)(0 + (1 - &)[1)(1]
E1= A2 = ¢|1)(1]
Notice that
Eo+ E1=1[0)(0] + (1 — &)|1)(1] + &[1)(1| = [0)(O] + |1)(1| = 1
Hence the completeness relation is satisfied. The operators are positive semidefinite; for example,

the eigenvalues of Eg are {1, 1 — ¢} while the eigenvalues of E; are {0, ¢}. The probability of
obtaining measurement result Eg is

(WIEol¥) = (@*(0] + b*(1))(al0) + b(L — &)|1)) = |al? + |b> (1 — ¢)
The postmeasurement state is

Eoly)  al0)+01-9)[1) a b(l—e)

= = 0) + 1
VWIEY) a2+ |b2(1—e) \/|a|2+|b|2(1—8)|) ,/|a|2+|b|2(1—e)|>

Therefore we see that a measurement of E has left the state in a superposition. Although the
state has been disturbed from the initial state of the wave function, a “collapse”’ of the wave
function to |0) or |1) has not occurred.

The probability of obtaining measurement result E 1 is

(YIE1ly) = (@* (0 + b* (1) (b(e)|1)) = [bI*(e)

Since ¢ « 1, the probability of obtaining this measurement result is very small. Moreover the
wave function has collapsed in this case—the postmeasurement state of the system is [1).

As we have seen, POVMs are a more general type of measurement that allow us to do
things in quantum mechanics that are not possible using ordinary projective measurements.
Three examples we have mentioned are correctly describing a system where we don’'t need
or can't know the postmeasurement state, the possibility of imperfectly distinguishing between
nonorthogonal states, and the possibility of making weak measurements on a system that give
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us some information about the state without causing the collapse of the wavefunction. In later
chapters we will see more applications of POVMs in quantum computation and information.

EXERCISES

6.1. Let P; and P, be two projection operators. Show that if their commutator [Py,
P,] =0, then their product P1P, is also a projection operator.

6.2. A systemisin the state

1 2 1
V) = 5lua) = §|u2> +5lus)

where the orthonormal basis states |up), |Up), |us) correspond to possible measure-
ment results hw, 2hw, and3hiw, respectively. Write down the projection operators
corresponding to each possible measurement result, and determine the probability of
finding the system in each of the states |uz), |U2), |us). What is the average energy
of the system?

6.3. A qubit isin the state ) =|1). A measurement of X is made. What are the
matrix representations of the projection operators corresponding to measurement
results +1? What is the probability of finding measurement results +17?

6.4. A systemisin the state

1 1 1
= —|00) + —|01) + —|11
[¥) 100) + 6| )+ 2I )

BT T2

(A) What is the probability that measurement finds the system in the state |¢) =|01)?

(B) What is the probability that measurement finds the second qubit in the state |1), and what
is the state of the system after measurement?

6.5. A systemisin the state

1 5
=—|0 —|1
W= >+ﬁ|>

A measurement is made with respect to the observable Y. What is the expectation or
average value?

6.6. A three-qubit systemisin the state

V2+i 1 1 i
= 000) + —|001) + ——|011) + —|111
) (@)I >+ﬁ| >+«/E| >+2| )
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(A) What is the probability that the system is found in the state |011) if all three qubits are
measured?

(B) What is the probability that a measurement on the second qubit only gives 1? What is the
postmeasurement state of the system? Show that the postmeasurement state is normalized.

6.7. A two-qubit systemisin the state

1 5
= —|01 ~110
) \/él >+\[6| )

Is the state normalized? An X gate is applied to the second qubit. After thisis done,
what are the possible measurement results if both qubits are measured, and what are
the respective probabilities of each measurement result?

6.8. Suppose |) =|1) and |¢) = |0) + |1)/+/2. Write down a POVM that allows
for imperfect distinguishability between the two states.

6.9. \erify that the POVM used in Problem 6.8 satisfies the completeness relation.
6.10. Why don’t the operators

Ao = AJ0)(0] + V1 —¢|1)(]]
Ar = Vel (1

used in Example 6.13 constitute a POVM?



ENTANGLEMENT

One of the most unusual and fascinating aspects of quantum mechanics is the fact
that particles or systems can become entangled. For the simplest two quantum
systems case we denote the systems A and B. If these systems are entangled, this
means that the values of certain properties of system A are correlated with the
values that those properties will assume for system B. The properties can become
correlated even when the two systems are spatially separated—leading to the phrase
spooky action at a distance.

The roots of this idea go back a long way—all the way back to the year 1935
when Einstein and two colleages, Podolsky and Rosen (now commonly known as
EPR), published a paper titled “ Can the quantum-mechanical description of reality be
considered complete?’ This paper—written by the quantum skeptic Einstein—was
actually designed to show that quantum theory is incomplete and to make absurd
predictions.

A corevalue held by EPR and other “realists’ was that the properties of physical
systems have definite values (an objective reality) whether you observe the system
or not. Another way to say this is that a given property of a system has a sharply
defined value before a measurement is made.

Quantum mechanics, however, tells a different story. Suppose that we have a
qubit in the state |v) = |0). Quantum mechanics tells us that prior to measurement

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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a property of the system does not have a definite or sharply defined value. For our
qubit, say that we want to measure X. We know that the state is in a superposition
of the eigenstates of the X operator as

I+) +1-)
V2

Hence measurement of X will find the system in |4 ) 50% of the time and | —)
50% of the time. After measurement the system does assume a definite state—either
| +)or | —)—but before measurement this is not the case. Thisisin direct contra-
diction to the values held by EPR.

EPR thought predictions such as this one for single systems by quantum mechan-
ics were absurd enough. But things only get worse when you consider composite
systems. By making a very clever observation about what quantum theory tells us,
EPR demonstrated that quantum mechanics predicts that if two particles interact
and then separate, measurement of one of the particles will determine the values
that the properties of the other particle must assume. This is the case even though
the particles are spatially separated and noninteracting at the time of measurement.

In their brilliant 1935 paper, EPR focused on measurements of position and
momentum. The first thing to note about this emphasis is that position x and
momentum p do not commute:

l¥) =10) =

[x,pl =ih (7.1

As (7.1) tells us, x and p do not have simultaneous eigenstates. A conseguence of
this fact is that if a definite value is assumed for one of the variables—momentum,
say—then the other variable (position in our example) cannot be in a definite
eigenstate.

In discussions of this type it is common to denote the two quantum systems
as being in the possession of Alice and Bob. We will denote the position and
momentum for the particle in possession of Alice by xa and pa, respectively, and
we will denote the position and momentum of the particle in Bob’s possession by
xg and pg. The basic scenario proposed by EPR is the following:

¢ The particles interact, then the particles spatially separate.

o There are no more interactions between the particles. We can even assume
that they are so far away from each other that no signal—not even a light
ray—can connect them over the time span when measurements are made.

The EPR system has definite values for the following properties:

o The relative position of the two particles, which is given by xa — Xg.
e The total momentum of the particles, which is pa + ps.

However, prior to measurement, the values of each parameter, Xa, Xg OF pa, Ps,
are not determined according to quantum mechanics. If we alow Alice to make
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measurements, she can choose to measure whatever she wants. If she measures
momentum, she obtains a definite value pa. Then, since pa + ps, Alice knows the
exact value of pg even though she has not made any measurements or disturbed
Bob’s particle in any way.

Alice could instead choose to measure the position of her particle. When she
measures position and finds a definite value of xa, Alice then knows the value of
xg. Again, thisis true even though Alice has not disturbed, looked at, or measured
Bob's particle in any way. In principle, this is true even if Bob is on the other side
of the galaxy.

EPR believed that because Alice can determine or know the values of position
and momentum of Bob's particle, these properties have definite values regardliess
of whether or not we measure them (position and momentum are “elements of
reality” —i.e., objective properties). In contrast, quantum theory tells us that the
wavefunctions of each particle exist in superpositions and each property does not
have a definite value until we measure it. Since quantum theory cannot tell one
the definite values of each property prior to measurement, EPR said the theory was
incomplete. There could be some other physical variables we don't yet know about
that would allow us to describe the definite properties of each particle using the
theory. Because we don't know what those variables are, they are called hidden
variables.

We can summarize the conventional or classical view as local realism and the
theories that are based on this philosophy as local realistic theories. Let’s formally
define each term before moving on:

e Locality. Measurement of particle A in no way disturbs the state of spatially
separated particle B.

o Realism. The values of measurable properties of each particle are objectively
real. They have definite values prior to measurement and regardless of whether
or not they are observed.

For technical reasons the scenario depicted by EPR is difficult to test experi-
mentally. A simpler version of this thought experiment was put forward by David
Bohm in 1952 and involved particles with correlated spins. This thought experiment
considered a spin-0 particle that decays into two spin-1/2 particles. The decay prod-
ucts have to travel in opposite directions to conserve momentum, and their total spin
has to remain zero in order to conserve angular momentum. A total spin-O state,
which consists of a system of two spin-1/2 particles, can be described in terms of
the computational basis with the singlet state

_ 1011 — [1I0)
V2

We can make a measurement of Z on the first particle, while leaving the second

particle alone using the operator Z ® | . From (7.2) it's also clear that if we measure

0 for the first particle, the state of the second particle must be |1). On the other hand,
if we measure 1 for the first particle, the state of the second particle must be |0).

V) (7.2)
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An interesting property of (7.2) is revealed if we rewrite this state in terms of
the eigenvectors of the X operator, the | +) states. Recall that

e B el
V2o V2

The first term in (7.2) can be written as

I+) + =)\ [ |+) —[-) 1
0 = = — p— J— ) — | ==
10)[1) ( 73 )( 7 ) 2(|++>+| +) = [+=)=1==)

and the second term as

[+) ==\ [+ + =) 1
0 = = — —_— - _) — [ ——
|1)|0) ( 7 )( Nz ) 2(|++> [—+) + [+=) = =)

Hence

|0) = (7.3

10)|1) — [1)|0)
ﬁ

Z(44) =) = =) = =) = )+ ) = =)+ 1==))

V) =

1
\/—2
11
75(2| +) — 2|+-))
(=) ==+

NG

Notice that if we look in the x direction—so we have the same state. If we measure
the X operator for the first particle and obtain the result + , the second particle must
be in the state | — ), and vice versa. Finding a“ —” for the first particle means that
the second particle must be in the | + )state.

In this state there seem to be some strange correlations between the particles.
At first, if we only consider the z direction, the correlations probably do not seem
al that mysterious. We could assume that the particles had definite states prior
to measurement. But things start looking fishy when we find that the measurement
results are correlated in different directions. The fact that the states are also correlated
in the x direction indicates that the particles cannot be in definite states prior to
measurement and that the states are part of a larger composite system. Remember
the commutation relations satisfied by the Pauli operators:

[X,Y]=2iZ, [Y,Z]=2iX, [Z X]=2Y (7.4)

The fact that [Z, X] =2iY # 0 reminds us that the state of the second particle
cannot be an eigenstate of both the Z operator and the X operator. However, it is
possible to assume that the particles had definite spins for both the x and z directions
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prior to measurement and that measurement of one particle does not disturb the spin
of the distant, spatially separated particle (local realism) and reproduce the results of
guantum mechanics—assuming only that conservation of angular momentum hold.
If we only assume that conservation of angular momentum holds and say nothing
about quantum mechanics, then the measurement results with respect to the Pauli
operators Z, X will be found as listed in Table 7.1.

As Table 7.1 shows the results agree with quantum mechanics. To illuminate
the difference between quantum mechanics and local realistic theories, we are going
to have to consider a more complicated situation. We will do so in the next section
for measurements of spin along three nonorthogonal directions, and arrive at Bell’s
theorem.

When a system is entangled, this means that the individual component systems
are redly linked together as a single entity. Any measurement that measures a part
of the system—in our case the first particle—is really a measurement on the entire
system. The wavefunction for the system then collapses, and both particles assume
definite states. In summary, if two systems are entangled, the description of each
system has to be made with reference to the state of the other system, even if the
component systems are spatialy separated and noninteracting.

BELL'S THEOREM

In 1964 these ideas were taken much further by the brilliant theoretical physicist
John S. Bell. By considering spin measurements along three nonorthogonal direc-
tions, which are conventionally labeled a, b, and ¢, and derived an inequality that is
satisfied by local realistic theories but violated by quantum mechanics. This inequal-
ity is experimentally testable, and to date all experimental evidence has come down
in favor of quantum mechanics.

The following simple derivation of Bell's inequality has been stated in many
guantum mechanics textbooks such as Sakuri (1985) and Townsend (2000). We
begin our thought experiment by imagining that an ensemble or large number of
systems have been prepared so that Alice and Bob can measure spin along the three
directions a, b, and c. With three directions to consider and 2 possible states (+)
along each direction, there will be 22 =8 different populations in total. Here we
consider the local realist position, based only on conservation of angular momen-
tum. We only make the simple assumption that if Alice measures+ along a given

TABLE 7.1 Conservation of momentum by particles Alice and Bob

Alice z Direction Alice x Direction Bob z Direction Bob x Direction
+1 +1 -1 -1
+1 -1 -1 +1
-1 +1 +1 -1

-1 -1 +1 +1
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TABLE 7.2 Measurements for particles Alice and Bob

Alice Bob
Population a b c a b C
N1 + + + - - -
N2 + + - - - +
N3 + - + - + -
N4 + - - - + +
N5 - + + + - -
Ne - - + + + -
N7 - + - + - +
Ng - - - + + +

direction, then Bob will measure— along that same direction, should he choose to
make that given measurement. The total number of particlesis denoted by N, where
there are N; particles found in state i as described in Table 7.2.

N = N1+ No+ N3+ Ng+ Ns+ Ng+ N7+ Ng

The direction along which Alice and Bob choose to measure is completely ran-
dom. But, when deriving Bell’s inequality, we assume that Alice and Bob measure
along different directions. Let’s consider some individual populations starting with
N 1. From the table we see that if Alice chooses to measure aong the a direction,
she finds +1. Again, assuming that Bob measures along a different direction, he
will measure along b or aong c. In this case no matter what, Bob obtains the result
—1. Look at population N2, where Alice again measures along the a direction, again
giving+1. This time Bob obtains—1 as he measures along b, and he will obtain+1
as he measures along c¢. This gives you an idea of how the measurements work.

Now let’s see how many cases occur when Alice measures+ 1 along a and Bob
measures —1 aong b. The table shows that this occursin populations N1 and N . If
Bob chooses to measure along c, then he obtains a—1 for populations N1 and N 3.

In each population there are six possible measurement resultsif we require Alice
and Bob to measure along different axes. If we look at population N 4, where Alice
measures along a, she obtains+1. If Bob measures along b or ¢, he also obtains+1.
Now, if Alice instead measures along b, Bob can measure along a (in which case he
gets— 1) or along c (in which case he obtains+1). All the measurement possibilities
are listed in Table 7.3.

From the table we see that Alice and Bob get opposite measurement results two
out of six times or 1/3 of the time. It turns out that Alice and Bob will get opposite
measurement results at least 1/3 of the time. If all populations occur with equal
frequency then half of the measurements will be such that Alice and Bob obtain
opposite measurement results.

By using some basic math regarding real numbers, we can derive some inequal-
ities for the data in Table 7.2. We make no assumptions as to the size of each
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TABLE 7.3 All possible measurements for
particles Alice and Bob

Direction
Alice Bob Alice Bob
a b +1 +1
a c +1 +1
b a -1 -1
b c -1 +1
c a -1 -1
c b -1 +1

population in the ensemble, but it must betruethat N; > 0and N = Z?zl N;. Now
it's a basic fact that if x, y, z are real numbers such that x > 0, y > 0, z > 0, then
x+y<x+y+z Soit must be true that

N3+ N4y < (N3 + Na) + (N2 + N7) = (N2 + Na) + (N3 + N7) (7.5)

We can divide by N, the total number in the ensemble,

N3+ Ny - (N2 + Ny) 4 (N3 + N7)
N - N N

(7.6)

Referring back to Table 7.2, we see that N3 and N4 both have Alice measuring
+1 aong a and Bob measuring+1 along b. Hence

N3+ Ny

N - Pr(+ a; +b) (7.7)

That is, this is the probability that Alice measures+1 along a and Bob measures
+1 along b. Now let's ook at N, and N4. Again, we see that Alice measures+1
along a. This time Bob gets+1 along ¢ in both cases. Hence

No + Ny

N = Pr(+a; 4+c) (7.8)

Finally, consider N3 and N 7. Alice measures a+ 1 when measuring along c in both
cases, while Bob obtains a+ 1 when measuring along b in both cases. So

N3 + N7

= Prde +b) (7.9)

Putting the results (7.7), (7.8), and (7.9) into (7.6) gives us Bell’s inequality

Pr(+a; +b) < Pr(+a; +c) + Pr(+c; +b) (7.10)
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Local realistic theories satisfy or obey Bell’s inequality. As we'll see in a moment,
guantum mechanics does not.

To see what quantum mechanics says about the situation, we need to consider
a qubit oriented in an arbitrary direction. Consider a unit vector 77 = sin@ cos¢x +
sing singy + cos@z. The eigenvectors of o - n are

0 .0
|+,) = cos=|0) + €' sin=|1)

2 2

: : (7.12)
) = C0S2|0) — el §in—|1
|=n) = c055|0) —€'“sin S |1)

Notice that (7.11) works by considering the x and y axes. For example, to get the
gigenvectors of o - X, set O = /2 and ¢ = 0.
If the system is in the state | + ), then we have

O]+,) = cosg (7.12)

Therefore the probability that measurement finds |0) given that the system is in the
state |+ ) is

|(O--4)? = cos? (%) (7.13)
Similarly the probability to find |1) given that the system isin the state | — ) is
|(L]-+,)|? = sin® (%) (7.14)

Now that we see how to relate some axis defined by 7 to the z axis, we can write down
relations for arbitrary axes a, b, and c. We define the angles between each of these
axes as 6 g, Ocp, and O ¢, respectively. We prepare the system in the singlet state. The
form of the state is invariant under rotations, so we consider it along the a axis:

— H‘a)l_a) - |_a)|+a>

7.15
1¥) NG (7.15)
Then we can calculate Pr(+ a; 4 ¢) by looking at the inner product
+a +a +c “al T +a “a +c +a
(+a+c|w>:< |+a) (+el=a) — (+al=a){+cl+a)
V2 (7.16)
_ <+c|_a) _isin%
V22 2
Hence the probability is
N R o R S 2O
Pr(+a +c) = ‘ NG =3 sin (7> (7.17)
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Similarly we find that

1 O 1.,/(6
Pr(+a; +b) = 5 sin? (é’) » Prc+b) = 5 sin? (7/’) (7.18)

This means that we can write Bell’s inequality (7.10) as

0, 0, 0
in2 [ 244 in?  2e< in? (22
sm(2>§sm(2>+sn(2> (7.19)

Following Sakuri, we take a, b, and c to lie in a plane with c bisecting the angle
0 ap- We then obtain the simplification 04 =0, =0, 64 = 26, and Bell’s inequality
becomes sin?(9) < 2sin?(9/2). Bell’s inequality is violated when

0<6< % (7.20)

Suppose that Alice and Bob design their system such that 6 =x/3. Bel's
inequality is then the nonsensical statement that 0.75 < 0.5. Therefore quantum
mechanics clearly predicts a violation of Bell’s inequality, which was derived under
the assumption of local realism. A clear distinction has been made between simple
counting arguments based on local realism (Table 7.2) and quantum mechanics.
Experiment agrees with the predictions of guantum mechanics, so theories of the
type that Einstein favored based on local realism are ruled out as descriptions of
nature. Bell’s inequality does not rule out nonlocal theories, however.

BIPARTITE SYSTEMS AND THE BELL BASIS

Now that we have an idea of what it means for two systems to be entangled, let's
see how to work with the basic description and mathematics of such systems. When
a system consists of two subsystems we say it is a bipartite system. An example of
thisis when Alice and Bob each have one member of an entangled pair of particles.
Let's review some of the results from Chapter 4 where we described composite
systems in quantum mechanics. The Hilbert space of the composite system is the
tensor product of the Hilbert space that describes Alice's system and the Hilbert
space that describes Bob's system. If we denote these as Ha and Hpg, respectively,
then the Hilbert space of the composite system is

H=Ha ®Hp (7.21)

If we denote the basis states for Alice as |aj) and the basis states for Bob by

|bj), then the basis states for the composite system are found by taking the tensor
product of the Alice and Bob basis states:

laij) = lai) ® |bj) = la;)|bj) = laibj) (7.22)
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The basis for Alice and the basis for Bob are both orthonormal, so the basis states
for the composite system are

(ajjlag) = (aibjlaxby) = (ailax)(bj|b;) = 8ixbi (7.23)

Now consider a quantum state |v) of the composite system. It can be expanded
in terms of the basis states (7.22) as follows:

¥) = cijleij) Zm, )aibj|y) (7.24)
iJ

The coefficients in the expansion (7.24) (a;b;|v) are the probability amplitudes to
find the system in the state |a;b;). So the probability of finding the system in this
state is given by

Pr(aibj) = (aib;|y)I? (7.25)
Finally, we can write down the representation of an operator A in the basis |ajb;) as

A=Y labj)(aib;|Alaxbr){acbi| (7.26)
i,jk,l

The matrix element Ajji = (aibj|Alaghy).
For an example of a basis for a bipartite system, consider the Bell Basis. The
members of the Bell basis, sometimes called the Bell states or the EPR states, are

Boo) = wm%n) (7.27)
|Bo1) = % (7.28)
|B10) = % (7.29)
B11) = % (7.30)

The state | Bo1)is known as the triplet state (there are three triplet states—the other
two are |11) and |00)), while |811) is known as the singlet state. For those with a
physics background, the triplet states are spin-1 states (and can have mg=+1, 0,
while the singlet state is a spin-0 state.

We can write the Bell states compactly as

10y) + (=D"1y)
V2
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where y denotes “not” y (if y is0, theny is 1, and vice versa). In (7.31), x iscaled
the phase bit and y is called the parity bit.

Example 7.1

Show that the operator Z ® Z acts on (7.31) via the parity bit as Z @ Z|Bxy) = (— 1)Y|Bxy)-

Solution

Recall the action of the Z operator
Z|0)y=10), Z|1)=-I1)

This can be written more abstractly as Z|a) = (— 1)?|a). Look at the first term in (7.31). The
operator on the first qubit does nothing because it’'s |0). So we obtain

Z ® Z|0y) = (—=1)|0y)

In the second case, we have
(Z® Z2)(-D*|1y) = (-D"(Z|1) ® (Z]y) = (-D* (=D (-1’ |1y)

Now, if y=0, then (— 1)(—1)°=(—1)(+1)=— 1. But, if y =0, then obviously y =1,
and this is the same as (— 1)Y. If y=1, then (= 1)(— D) =(—1)(-1)=+1=(—1), since
y=0in that case. So we've found that (Z ® Z)(— 1)*|1y) = (— 1)*(— 1)Y|1y). Putting every-
thing together we have

_(=1)?|0y) + (=D*(=D)"|1y)

V4 ® Zlﬂxy) - ﬁ = (_1)y|18x})

WHEN IS A STATE ENTANGLED?

Not all states |) e Ha ® Hpg are entangled. When two systems are entangled, the

state of each composite system can only be described with reference to the other

state. If two states are not entangled, we say that they are a product state or sepa-

rable. If [y)eH and |¢p)eHg and |x) = |¢)®|¢), then |x) is a product state.
One simple test that can be applied to states in C* is the following: Let

V) =

QUL &

This state is separable if and only if

ad = bc (7.32)
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Example 7.2

Are the Bell states given in (7.27) through (7.30) entangled?

Solution

The Bell states are clearly entangled (in fact they could be said to be the quintessential entangled
state), but let’s apply criterion (7.32) to show they are not separable. Writing each state as a
column vector, we have

1 0
|/3)_|00)+I11>_i 0 |,3>_|01>+|10>_i 1
I (] B N

1

1 0
|ﬁ>—|00)_|11>—i 0 |,3)_|01>_|10>_i 1
S IEY I G R o

For |Boo), we have a =d =1//2,b=c =0, so ad=1/2=£bc. So |Bao) is not a product
state and must be entangled. For |Bo1),a =d =0,b = ¢ = 1//2, = ad = 0 % bc = 1/2. We
conclude that |Bo1) is aso entangled. For |B10), we find that ad = — 1/2+# bc =0, and for |811),
we have ad =0+ bc = — 1/2, so these states are also entangled by (7.32).

Example 7.3

A system of two qubits is in the state |00). We operate on this state with H®H, where H is
the Hadamard matrix. |Is the state H ® H|00) entangled?

Solution

First let's write down the matrix representation of H ® Hin the computational basis. The
Hadamard matrix is given by

H= % G _11> (7.33)
So we find that
1 1 1 1
H®H:%<Z —};):% 1 _11 _11 j
1 -1 -1 1
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The state in question has a column vector representation

[eNeNeN

In this case ad = (1)(0) =0=bc so |00) is clearly a product state according to (7.32).
Now let’'s calculate H ® H |00):

1 1 1 1)\ /1 1

111 -1 1 -1|fo| 112
HeHO0) =511 1 _1 _1||o]=2]|1
1 -1 -1 1) \o 1

Using (7.32), we see that thisis also a product state, since
o (N (1) -
“=\z)\z2)~
1 1
b = —_ —_ =
~(3)6)
= ad = bc

In fact this state is the tensor product

O+ /1O+11D) 1
= =(]00) + |01) + |10) + |11
< 73 )( 7 ) 5(100) +101) + |10) +11))

Example 7.4

Alice and Bob each possess one member of a pair of interacting magnetic dipoles (spin-1/2
particles). The interaction Hamiltonian for two interacting magnetic dipoles separated by a
distance r is given by
n? .
H; = F(UA ~op —3ZaZp)

wherec, = X4 X + Y4y + Z4 Z and similarly for Bob. Find the allowed energies of the system
and show that the eigenvectors of the Hamiltonian include entangled states. Then rewrite the
Hamiltonian using it's eigenvectors.

Solution

First we express the Hamiltonian in matrix form. We have

A 0p=XsaQ®@Xp+YaQYp+ZsQ®Zp
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The first term is

0 0 0 1
_(0-Xp 1.Xz\ |00 10
XA@XB‘(LXB o‘xB)‘ 0100
1 0 0 O
Similarly we find that
0O 0 0 -1 1 0 0 O
0O 01 O 0O -1 0 O
Ya@Ys=143 1 g of &4 Z®Zs=|y o _1 o
-1 0 0 O 0 O 0 1
So
a0 =XaQ®Xp+Ya®Ys+Zs®Zp
0 0 0 1 0O 0 0 -1 1 0 0 O
_0010+0010+0—100
~10 1 0 O 0O 1 0 O 0O 0 -1 0
1 0 0 O -1 0 0 O 0 O 0 1
1 0 0 O
o -1 2 o0
~10 2 -1 0
0 O 0 1
Therefore the matrix representation of the Hamiltonian is
1 0 0 0 1 0 0 O
2 2
P w20 -1 2 o0 0 -1 0 ©
Hi="530a08=32Z0="5 g 2 _1 o[/ %lo 0o -1 0
0 O 0 1 0 O 0 1
-2 0 0 O
_ Ko 22 o0
T30 2 2 0
0O 0 0 -2
Keep in mind that the matrix is written in the following way:
(00| H,]00) (0O[H,|01) (OO|H;|10) (OQ|H,|11)
o (011H,|00) (O1H,|01) (O1|H,|10) (O1|H,|11)
]:
(101H,|00)  (101H,|01) (10|H,|10) (10]H,|11)
(11|H,|00) (11]H,|01) (11]H,[10) (11|H,|11)
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And a state vector |) =a|00) + b|01) + ¢|10) + d|11)is given by

V) =

ISURESTIEN (Y

The eigenvalues of this matrix are the energies that the system can assume. With a 4 x 4matrix,
it's easiest to find the eigenvalues and eigenvectors using a computer. Using Mathematica®
we find that the eigenvalues of H | are 2/r3{4, — 2, — 2,0}. The eigenvectors corresponding to
each of these eigenvalues are in turn

0
o = L |1 = 100 +110)
RERRVCY EY NG
0
0 1
0 0
b2) = | o| =110 I¢a)= || =100)
1 0
and
0
= | 1| 210010
YT T vz
0

Comparison with (7.28) and (7.30) shows that two of the eigenvectors are Bell states—and
hence represent states in which the particles in possession of Alice and Bob are entangled.
Specifically, |¢1) = |Bo1) and |pa) =|B11).

In the basis of its eigenstates, H | is diagonal with the entries along the diagona given by
its eigenvalues

(PalHilp1)  (P1lHild2) (d1lHilps) (P1|Hilpa)
Hy — (P2l Hrlp1) (P2l Hild2) (d2|Hilps) (P2l Hilpa)
(palHil1)  (¢slHilp2) (pslHilgs) (¢slHlpa)
(alHild1) (PalHilg2) (PalHilds) (PalHilga)

4 0 0 O

_#*lo -2 0
310 0 -2
0 0 O

o O o
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You Try It
Show that
0 00 -1 1 0 0 O
non=[8 93 5| @ zen=|S S
-1 0 0 O 0 0 0 1
You Try It

Verify that for the Hamiltonian in Example 7.4,

2
Hy\Bov) =4’:—3|ﬂ01> and  H,|foo) =0

THE PAULI REPRESENTATION

The Pauli representation provides a means to write down a density operator of a
single qubit or two-qubit systems in terms of Pauli matrices. For a single qubit the
Pauli representation is given by

3
1
p = 2 Z{; CiOj (7.34)

The coefficients in this expansion are given by

¢i =Tr(po;) = (0;)

Example 7.5
A certain density matrix is given by
3 1
p = ZIO)(OI + le><ll

Find its Pauli representation.

Solution

Proceeding by brute force, and recalling that oo = | the identity operator, we have

co=Tr(pog) =Tr

o Mw
IN TN}
I
Alw
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Next we find
3 3
a %0 1 ° 3
c1=Tr(poy) =Tr 1 (1 0>:Tr 1 =0
0o - - 0
4 4
Similarly ¢, =Tr(po2) =0. Finaly,
3 3
c3=Tr(po3)=Tr 4 ° 10 =tr 4 ° —§—}—}
8= Ao = 1]\o -1) = 1737372
0o - 0o —
4
The Pauli representation is
1 1
,O:G'O—EG"?,:[—EZ

The Pauli representation for a system of two qubits is given by

1
P=7 ZCijGi &0 (7.35)
L]
where ¢jj = (0 ® o) =Tr (p 0i®0j). If the density operator pis a separable state, then
[c1a] + [c22| +less| < 1 (7.36)

Example 7.6

Show that H ® H |00) is a separable state using the criterion (7.36), and show that |Boo) IS
entangled.

Solution

First let's find the density operator for H ® H |00). This can be written down using

p = 3(100) +101) + 10) + [12) 2((00] + (OL| + (10| + (11}

The density matrix turns out to be

Nl
)
N e
e
B R e

The first term is

c1=(01®01) =(XQX)=Tr(pX ® X)
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Now

— O O O

O+ OO

O O 0O

O OO

>(

X®X=<

and

o
D B |
L B B |
e el

— <

— O O O
O+ 0O
[N Ne]

O O O

L B |
(e B N
L B B |
e el

— <

PX QX

Hence

1 1 1 1
C11=Tr(pX®X)=Z+Z+Z+Z=1

Using

_OOO

[« NeNe]
[oNe e Nl

OOO,I__

Yy

we find that

2 =Tr(po2®o2) =Tr(pY ®Y)

| © © o

O OO
O O O

cooY

L B B |
L B B |
L B A |

o

-1
-1
-1
-1

-1 11
-1 1 1
-1 11
-1 11

=0

(-14+1+1-21

1
4

- <
~

1
Tr—

4

Finally, we have
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and
111 1\/1 0 0 0 1 -1 -1 1
11 11 1|0 -1 0o o 1f1 -1 -1 1
PZ®Z=211 11 1|lo o -1 o]l 2|1 -1 -1 1
111 1/\0 0o o 1 1 -1 -1 1

The trace of this matrix, which is the sum of the diagonal elements, also vanishes, so we have
lc1a] + [c22| +lc33l =1+0+0=1

Hence (7.36) is satisfied, and this is a separable state. Now let’s check |Boo). The density
operator for this state is

1 1
p = 5(100) + I11)({00] + (11)) = 5(100)(00] + |00) (11| + [11)(00] + [11) (11])

The density matrix is thus

100 1
[oo0oo0 o0
P=1o 0o 0 o
100 1
We find that
100 1\/0 0 0 1
1lo0 0 o ofllo 0o 1 o
a=Tr(pX®X)=Tr515 o5 o ollo 1 0 o
100 1/\1 000
100 1
1lo o o o] 1 1
:Tr§0000:§+0+0+§:1
100 1
Next we find that
100 1/0 00 -1
110 0 o oflo o0 1 o
c2=TripY @) =Tr515 9 o ofl o 1 0 o
100 1/\-1 00 o0
1.0 0 -1
0 00 O 1 1
=Tr— 0 0 0 0 =—§+0+0—§=_1
1.0 0 -1
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The last coefficient we need is

100 1\/1 0 0 0
1{o 0o 0o o|llo =1 0 o
ca=Tr(pZ@2)=Tr3145 o o ollo o -1 o
1001/ \0 0o o0 1
100 1
1{o 0o 0o o] 1 1
=150 o o of=3+0+0+5=1
1001

So in this case
lca1l + lezo| +lessl = (1 + =1 + 1 =1+1+1=3

Hence by (7.36) the state is entangled.

ENTANGLEMENT FIDELITY

Consider a density operator for a single qubit that is diagonal with respect to the
computational basis

p = f1000l + (1 — HIL1 (7.37)
The parameter fis known as the entanglement fidelity. For example, if

3 1
p = 410/0+ 41D

the entanglement fidelity is 3.

USING BELL STATES FOR DENSITY OPERATOR REPRESENTATION

A density operator for a two-qubit system that is diagona with respect to the Bell
basis can be represented in terms of the Bell states using the expansion

p =Y cijlBij)(Bijl
0 (7.38)
= coolBoo) {Bool + co1lBo1) {Borl + c10lB10) {B1ol + c11lB11) (B11l

This type of expansion is possible because we can write outer products of the Bell
states in terms of the Pauli operators:

1
|,300>(,300|=Z(1®I+X®X—Y®Y+Z®Z) (7.39)
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|,301)(,301|=%(1®1+X®X+Y®Y—Z®Z) (7.40)
1

|,310)(,310|=Z(1®I—X®X+Y®Y+Z®Z) (7.42)
1

|ﬂ11)(ﬂ11|=Z(1®I—X®X—Y®Y—Z®Z) (7.42)

When written in the expansion (7.38) a density operator, pis separableif and only if

1
coo < E (743)

Example 7.7
A density matrix for a certain two-qubit system in the {|00), |01), |10), |11)} basisis

1 1
— 0 0 —
8 8

3 -3
o - — 0

o= 8 8

- -3 3
o — - 0

8 8
1 0 1
8 8

Can this state be written in a diagonal form with respect to the Bell basis? Is this a separable
state?

Solution

This matrix represents the density operator

1

p= §(|00><00| +100)(11] + |11)(00] + |11)(11))
3

+ §(|01)<01| — [01){10] — |10)(01| + |10)(10])

In terms of the Bell basis, this operater is rewritten as
1 3
p= Zlﬁoo)(ﬂool + Zlﬂn)(ﬂnl

Since cop = 1/4 < 1/2, by (7.43) this is a separable state.
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SCHMIDT DECOMPOSITION

Consider a composite system Ha ® Hg, and let |1)eHa ® Hg be a pure state. Then
there exists an expansion of |) of the form

W) =Y Ailai)|b:) (7.44)

where |a;) are orthnormal states belonging to system A and |b;) are orthnormal
states belonging to system B (these states are called the Schmidt bases for system A
and system B, respectively). The expansion coefficients A; are such that A; > Oand
>, 42 = 1. We call the A; Schmidt coefficients and the expansion (7.44) is known
as the Schmidt decomposition.

The Schmidt coefficients are calculated from the matrix

Trp (1Y) (VD) (7.45)

This matrix has eigenvalues 1?. The Schmidt number is the number of nonzero
eigenvalues 1. The Schmidt number is used in the following way:

o If astate is separable, then the Schmidt number is 1.
o If astate is entangled, then the Schmidt number is> 1.

We will denote the Schmidt number by Sch.

Example 7.8

Consider the state |v) = %(|00) —101) — |10) + |11)). Is this state separable? What is the
Schmidt number?

Solution
The density operator for this state is
1
p=YNyl= Z(IOO)(OOI — 100)(01| — |00){10] + |00) (11| — |01)(00] + |01)(01]

+101)(10] — |01)(11] — |10)(00| + |10)(01| + [10)(10] — |10)(11] 4 |11)(00]|
—|11)(01| — |11)(10| + |11)(11])

We can trace out system B immediately giving
pa=Trg(Y){¥D = Oy ) {¥0) + Ly )(¥[1)

1 1
= 21r(|0)(0| —10)(1| — |1)(0] + |1){1]) + Z(|0)<0| = 10) (1] — [1){0] + 1) (1)

1
= 510101 = [0){1} — 11)¢0f + [1)¢1D)
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The matrix representation is

11 -
pA—é _1 1

The eigenvalues of thismatrix are 11 = 1, 2, = 0. The Schmidt number is the number of nonzero
eigenvalues, and since Sch=1, thisis a separable state. In fact thisis the product state given by

) = <|0>J§|1>> Q <|0>\;§|1)>

Example 7.9

Show that the singlet state

_|01) —|10)

S
IS) NG

is entangled by computing its Schmidt number.

Solution

The density operator in this case is

|01) — |10) (01] — (10]
P =I5l ( NG )( NG )

1
= §(|01)(01| —|01)(10] — |10)(01| + |10)(10)

Tracing out system B, we obtain
pa=Trg (%(IOlMOlI — |01){10] — |10)(01] + \10)<10|)>
= <OI%(|01>(01I — |01){10] — |10)(01| + 10)(101)|0)
+ (1I%(|01)(01| — [01)(10] — [10)(01] + 10)(10D)|1)

1 1
= E(Il)(ll +10){0) = 5!

This matrix has two nonzero eigenvalues, namely A1 = A, = 1/2. Since the Schmidt number is
Sch=2> 1, thisis an entangled state.

PURIFICATION

Purification is the process by which we create a reference system B such that, given
the system A, the state |pagp)is a pure state. The starting point for this procedure
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is the density matrix of the mixed state pa. The state |¢g)is a purification of pp if

pa = Trp(|p)(#sl) (7.46)

If pa isamixed state, we can use purification to analyze the system as a pure state
by expanding the Hilbert space to the larger space defined by |¢a¢s). Suppose

pa = Zpi|ai><ai|
Let |b;) be an orthonormal basis for system B. The purification is then

p5) =) /Pilai) ® |bi) (7.47)

We will see how to calculate a purification explicitly and with some applications in
Chapter 10.

EXERCISES

7.1. Derive the result (7.11).

7.2. The eigenstates of the Y operator are

10) £i[1)
V2

Rewrite the singlet state (7.2) in terms of the Y eigenstates. Does it have a similar
form?

|+,) =

7.3. Verify that Z® Z|Byy) = (— 1)Y|Byy) for

_100) + |11
V2

7.4. Show that X® X|Bxy) = (— 1)*|Bxy)-

|01) + |10)

|Boo) 7

and |Bo1) =

7.5. Show that YQ® Y|Byy) = (— 1)*1Y|Bxy).
7.6. Show that X ® X commutes with Z® Z.

7.7. Consider the eigenvectors in Example 7.4. Show that [H;, o4 - o] = 0, and
hence show that the eigenvectors of the Hamiltonian are eigenvectors of the g4 - 63
operator. In particular, show that 64 - og|¢;) = |¢;) for i = 1,2, 3 and 64 - 55|Pa)
= —3|¢pa).

7.8. Isthe state X ® Z|Bgo)entangled?
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7.9. Find the Pauli representation of
B sin?6 e~'¢ Sing cosh
P =\ ¢ sing cosd cos? 0

7.10. Use (7.36) to show that |B10) is entangled. Apply the same criterion to test
X® Z|Boo)-

7.11. Derive (7.39).

7.12. Can the following state be written in diagonal formin terms of the Bell basis?

1 1
_00_
2 8
0 00 O
Zl o 00 o
1 1
_00_
8 2

Using (7.43), determine if this is a separable state.

) = (IO)lel)> 2 <|0>\;§|1))

is a product state using (7.36).

7.13. Verify that

7.14. \erify that the state
1 1
V2 V2

is entangled by calculating the Schmidt number.

[v) | Boo) | Bot)






QUANTUM GATES AND
CIRCUITS

In a classica computer, at the most fundamental level there are two basic tasks
that we can use when manipulating information. We can move it from one place to
another, or we can do some type of basic processing on the information using alogic
gate. Sets of logic gates can be connected together to construct digital circuits. In
this chapter we will be introduced to the equivalent notions of logic gates and circuits
in a quantum computer. We begin with a brief overview of classical logic gates.

CLASSICAL LOGIC GATES

The basic purpose of alogic gate is to manipulate or process information at the bit
level in some way. A simple example is the NOT gate. The NOT gate is a single
input gate. Asits name implies, the NOT gate simply flips or inverts the value of the
input bit. That is, if the input to the gate is a0, the output isa 1, and if theinput isa
1, the output is a 0. We can write down the action of the NOT gate schematically as

O0—1
1— 0

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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In more complicated situations we will need a more systematic way to write
down the action of a gate. This is done using a truth table, which is a table that
lists the inputs together with the corresponding outputs of the gate. For a NOT gate,
this is very easy to do. We write the values of the single input bit on the left side
of the table and the corresponding outputs on the right:

I nput NOT
0 1
1 0

Now we will consider more complicated operations that are applied to pairs of
bits. There are severa two input gates, including the OR gate, the AND gate, and
the exclusive-OR (XOR) gates. Let’s examine each one in turn.

The OR gate accepts two bits as input, which we label A and B. The output of
the OR gateisa 1l if A OR B is 1, and is O otherwise. That is,

A| B |AORB
01010
0|11
110 |1
111 |1

The AND gate returns a 1 only if both inputs are 1:

A| B |[AANDB
0] 0|0
010
1|10 |0
1111

The XOR gate returns a 1 when A OR B is 1, but does not return a 1 if they are
both 1. The XOR operation can be indicated using the & symbol:

Al B|Aa@B
0 0|0
0 1)1
11 0|1
11 1|0
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The next two input gate that isimportant in classical computing isthe NOT-AND
or NAND gate. This gate works by inverting the result of the AND gate. The truth
table in this case is as follows:

A NAND B

1

Rlrr|]o]lo] >
Rl Ol FR,]|]O| @

1
1
0

This gate has the interesting property of being universal. That is, al computing
operations can be completed using only NAND gates. In fact you can construct an
entire computer using nothing but NAND gates, or the combination of NOT and
AND gates. As asimple example of how other logic operations can be implemented
using only NAND gates, suppose that happens if we supply the same hit to both
inputs of the NAND gate. The truth table is reduced to the following:

A|]A |AORB

1

11110

In this case the NAND gate has inverted the value of the input gate. In other words,
we've constructed a NOT gate out of a NAND gate.

You Try It

Using only NAND gates, show how you could construct and OR gate.

The NAND gate is interesting because it is universal, but it is also irreversible.
That is, looking at the output of a NAND gate, we cannot work backward to deter-
mine the values of the input bits once the gate has acted upon them. However, it
turns out that there are reversible gates that can be used to construct a classica
computer. The first of these is called the Fredkin gate. This gate has three input
bits, the first of which is a control bit. We denote the control bit by C; its function
is to determine whether or not a given operation will be applied to the other input
bits. In the Fredkin gate, if C=0, then nothing is done to the input bits—they
simply pass through the circuit unchanged. However, if C=1, then the values of
the bits are interchanged or swapped. The truth table for the Fredkin gate is given
as follows:
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2
@

Rl |l rr|lrrlololo|lo]l O
Rrlrr|lololr|lrr|lo|lol >
Rr|lo|lrr|lolr|lo|lr|lo|lm

Rl Ol FR,|O|l k]| L] O] O
Rl O|lO|RFRL,]|]O| L] O

WEe've denoted the output bits by A’ and B’. Like the NAND gate, the Fredkin gate
is universal.

The final classical gate we'll ook at is called the Toffoli gate. This gate has two
control bits, which we'll designate by C1 and C2. The gate operates by computing
C1 AND C2, and then computes the XOR of the result with a target bit, which we
denote by T. The truth table is as follows:

O
l_\
@)
N
=

Rl rr|rr|Pr|lolo|lof o
Rr|lrr|lo|lo|l ]l ,r|O| O
rlo|lr|loOo|lr|oOo]|lr|olHd
o|lr|r|lo|lr|o]lr]|] o

SINGLE-QUBIT GATES

A gate can be thought of as an abstraction that represents information processing.
Now that we have a basic idea of how bits can be processed using logic gates, let's
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move on to consider the analogous process in a quantum computer. In a quantum
computer, information is also processed using gates, but in this case the “gates’
are unitary operations. Since quantum gates are just unitary operators, we'll often
go back and forth between the words gate and operator—so keep in mind they
mean the same thing in this context. Recall that a unitary operator U is one where
the adjoint is equal to the inverse, meaning U T =U ~1. The defining relation for a
unitary operator is thus

vuT=v'u =1 (8.1)

In addition, if H is a Hermitian operator, then U = et is unitary.

Recall that quantum operators can be represented by matrices. A quantum gate
with n inputs and outputs can be represented by a matrix of degree 2". For a single
qubit, we require a matrix of degree 2! =2. That is, a quantum gate acting on a
single qubit will be a 2 x 2 unitary matrix. A two-qubit gate can be implemented
with a matrix of degree 22=4 or a 4 x 4 matrix.

Following the procedure used when thinking about classical logic gates, we
begin by examining the simplest gate possible, the quantum NOT gate. It turns out
that we have aready come across the quantum NOT gate—in fact we've already
seen many of the single qubit gates. The NOT operation can be implemented with
the X Pauli matrix. It never hurts to review, so let's go back and write out a few
basics. The standard or computational basis states are given by

0) = (é) 1= (2) (82)

The Pauli X matrix, which we will often refer to as the NOT operator, is given
in matrix form in the standard or computational basis as

X = Unor = (2 C1)> (8.3)

Unor0) = (2 3) @ - ((1’) =11 (8.4)
Unor1) = (2 3) G) - ((1,) =10 ®5)

So with respect to the standards or computational basis, the X matrix acts as
a NOT operator. The action of a NOT gate on an arbitrary state |j) can be written
using the XOR operation as

Hence we have

Xljy=lj® (8.6)

To see how this works, recall the exclusive OR returns 1 if one or the other of the
inputs are 1, but 0 otherwise. Hence, if j =0, then X|0) = |0®1) = |1). Meanwhile,
if j =1, then X|1) = |1®1) =0).
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Example 8.1

The NOT operator takes |0) — |1) and |1) — |0). Describe the unitary operator that will imple-
ment the NOT operation in outer product form, and find its matrix representation with respect

to the basis
_«/é 1)” _\/E 1

Solution

In the standard or computational basis, the matrix representation of the NOT operator is given
by (8.3). We can also write this as

¥ _ (01X10)  (0IX]1)
(11x10)  (11x]1)

You can see that this will work if
X = |0)(1] + |1)(O| 8.7)
(check it). Then the action of the operator on the standard or computational basis states is
X|0) = (10)(1] + |1)(0D]0)

=10)(1/0) + |1)(0]0)
=11)
and
X11) = (10)(1] + [1)(0D[1)
= [0)(1|1) +|1)(0[1)
=10)

where we have used the orthonormality of the basis states. To find the representation of the
NOT operator in the {| +), | — )} basis, we need to find the unitary transformation connecting
this basis with the standard or computational basis. That is, we need to find a matrix with

components given by
<<+|0> <+|1>>
Urrans =
(=100 (=11)

We know already the representation of the {| + ), | — )} statesin the standard or computational

basis:
=50 -5
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So it's a simple matter to compute each matrix component:

1

= —@1 -1 (3) - —%

Hence the transformation matrix between the two bases is given by

1 /1 1
Uirans = ﬁ <1 —l) =H (88)

This matrix is nothing other than the Hadamard matrix H . For thisreason the {| + ), | — )} basis
is sometimes called the Hadamard basis. Now we can apply this unitary transformation to the
matrix representation of the NOT gate to find its representation with respect to the Hadamard
basis. It is easy to verify that H =HT=H 1, so the unitary transformation that takes NOT
from the standard or computational basis to the Hadamard basis is just

1/1 1 0 1\ /1 1
T B [
1/1 1)\(1 -

2\1 -1)\1 1
(1 0
—\0 -1

S

You Try It

Show that UL; acts as a NOT gate when applied to the Hadamard basis, taking |+) — |—)
and |—) > |+) .

In the Bloch sphere picture, the X or NOT gate reflects a state vector twice—first
about the x-y plane, and then about the x-z plane.

Example 8.2

A rotation matrix by an angle y is given by

cosy —siny
R = .
) (smy cosy )

Describe the action of this operator on a qubit |v) = cos9|0) + sinf|1).
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Solution

The rotation matrix acts on the state as follows:
RO = cosy —siny) (cosf\ [(cosycosf —siny sing
Y “\sny cosy sind ) — \siny cosé + cosy sind
Now recall some basic trig identities:

cos(a + B) = cosa cospB — sina sinp
sin(w + B) = sina cosB + cosa sSin B

So the rotated state can be written as

N fcos(y +6)\ _ ;
Yy = <sin(y +0)> = cos(y +6)[0) +sin(y +6)|1)

Consider the Bloch sphere picture. The rotation operator has rotated the state vector relative
to the z axis by the angle y. More specifically for those who like a more concrete interpretation,
the rotation operator has altered the relative length of each probability amplitude. If the original
qubit were measured, the probability that we find the system in the state |0) is given by cos?0,
while the probability that we find the system in the state |1) is given by sin?d. If we rotate the
state before measurement, then these probabilities are changed to cos?(y +6) and sin?(y +6),
respectively.

MORE SINGLE-QUBIT GATES
The other Pauli matrices, being unitary 2 x 2 matrices, are also valid single-qubit

gates. The Z operator is sometimes called the phase flip gate because it takes a
qubit |¥) =«|0) + B]1) into a state |v') = «|0) — B|1). Thisis easy to see using the

matrix representation:
- 2)6)- (%)

We can also show the phase flip using the outer product representation, where
we have Z = |0) (0| — |1)(1]:

ZIy) = (10)(0] - |1)(1)(@[0) + BI1))
= @[0)(0[0) + BI0)(01) — &|1)(1[0) — B|1){1]1)
=a[0) - BI1)

It's fairly easy to see that generally we can represent the action of the Z gate by

Z1j) = (=171 )
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You Try It

Describe the action of the Y Pauli operator on an arbitrary qubit. Use the matrix
and outer product representations.
More generally, the phase shift gate is given by

r-(2 2) @

This gate shifts or alters the relative phase of the amplitudes « and 8 of a qubit.
The Z gate is just the special case where 6 =, and hence €7 =cos 7 + i sin
7 =— 1. In general, the action of the phase shift gate on a qubit is

rn=(g o) (5) = (55) (8.11)

Example 8.3

Describe the action of the phase shift gate when considering the Bloch sphere representation
of a qubit.

Solution
We write the qubit as
|¥) = cosf|0) + ¢'? sind|1)

The phase shift operator (using an angle y) can be written in outer product notation as follows:

P =10)(0| + €7 |1)(1] (8.12)
Hence

Plyr) = (10)(0] + €7 [1)(1])(cos6|0) + €'’ sin6|1))
= c0s0|0) + ¢V sing|1)

Therefore we see that the phase shift operator takes the azimuthal angle ¢ — ¢ + y.

We have seen that the Z gate is a specia case of the phase shift operator where
we take the angle to be . There are other special cases of interest. The first of
these is when we take 6 = /2. By Euler’ sidentity, /2 = cos(r/2) +isin(n/2) =i.
The resulting gate is called the S gate, which has the matrix representation in the
standard or computational basis given by

S = 1 0 8.13
(0 ) (8.13)
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If we let 6 = /4, then we have the 7/8 or T gate:

1 O in/8 e_i”/B O
= (O eiﬂ/4) =e / ( 0 ein/8> (814)
Of course, we have already seen the Hadamard matrix:
1 /1 1
H = ﬁ (1 _1) (8.15)

Example 8.4

Write the Hadamard matrix in outer product form (using the standard or computational basis)
and describe its action on the basis states {|0), |1)}.

Solution

The matrix representation given in (8.15) can be rewritten as

H£<<0|H|0> (0|H|1)>
(11H10) (11H|1)

Comparing this to (8.15), we see that the outer product representation of the Hadamard operator

must be

1
H = —(10)(0] + [0) (1] + [1)(0] — |1)(1 8.16
ﬁ(|><|+|><|+|)<| 11)(1) (8.16)

Now let’'s see how the Hadamard operator acts on |0):

1
H|0) = —(]0)(0 0)(1 1)(0] — [1)(1))|0
10) ﬁﬂ ) (Ol + 10) (1] + 11)(0l — [1){1D10)
1
= —(|0)(0|0) + |0)(1/0) + |1)(0|0) — |1)(1|0
ﬁ(|><|)+|>(|>+|)(|> [1)(1/0))
_ 109+
V2
Similarly we find that
10) —11)
H|l) =
. V2

Therefore the action of the Hadamard gate on the standard or computational basis states
is to map the {|0), |1)} states into the superposition states
{ 10) +11) |0)— 1) }
NZERNG:
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In general, the Hadamard gate takes the state |v) = «|0) + 8|1) into the state
a+p a— ,B)
H =—— 10+ —— )1 8.17
|w><ﬁ>|><ﬁ|> (8.17)
This means that the probability of finding the qubit in the state |0) is changed from

a+ﬂ2_<a*+ﬂ*><a+ﬂ>_l 2 2, Re(af*
5| = 7 Nz —2(|06|+|ﬂ|+ e(af™))

and similarly for the probability of finding the system in the |1) state. We can regroup the terms
in (8.17) to give another interpretation of the output of a Hadamard gate:

10) + |1) 10) — 1)
+
7z TE
That is, the Hadamard gate has turned a state that, with respect to the standard or computational
basis, had the probability |«r|? of finding thesystemin thestate |0) and the probability | 8|2 of finding

the systemin the state | 1) into a state that has the probability || 2 of finding the system in the state
| 4 ) and the probability | 8|2 of finding the systeminthe state | — ).

la|?to

HlY) =« =al+) + Bl-) (8.18)

You Try It
A Hadamard gate is applied to the qubit |y) = cost|0) + e'?sing|1), and subsequently a mea-

surement is made. What is the probability that this measurement finds the system in the state
|1)?

EXPONENTIATION

Now let’s consider the construction of more single-qubit gates using exponentiation.
If amatrix U is unitary and Hermitian, then

exp(—ifU) = cosfI —isin QU (8.19)

This is very easy to prove, which we do in the next example.

Example 8.5

Prove that if an operator U is unitary and Hermitian, then exp(—i6U)=cos 6l —i sin fU.

Solution

If a matrix or operator U is unitary, then

vut=U'u =1
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If the operator is also Hermitian, then

Combining these two relations yields
U2=UU=UU"=1

So we have

5
exp(—iOU) = I — i0U + (—i)? U2+( 1)3 U3+( i? U4+( z)5 S

SinceU2=1 and i%=— 1, this relation becomes

0% ot 68 65
exp(—iQU):(I—EI—I—EI— )—ieU+i§U—i§U+~-
6% o* 6% °
:<1—§+I—---)I—i<9—§+§+~->U
=cosfl —snoU

By exponentiating a given matrix, we can come up with more gates. In fact we can create
rotation operators to represent rotation about the x, y, and z axes on the Bloch sphere by
exponentiating the Pauli matrices. These are given by

ws(y) i (3)

Re(y) = e X2 = _ign<%) Cos(%) (8.20)
Ry(y) =e "2 = COS( ) _Sn< ) (821)
in(3) oos(3)

R.(y) = e %27 = (wor/z eifg) (8.22)

You Try It

Using (8.19), derive the matrix representation of R,(y).

The rotation matrices given in (8.20), (8.21), and (8.22) allow us to gener-
ate different representations of other single-qubit gates related to the Bloch sphere
picture. For example for the T gate of (8.14),

/8 e*irr/S 0
T=e’”/< 0 oi7/8
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From (8.22) it is easy to see that

. —in/8 0 . . . T
_ in/8 (€ ) — ,in/8,—inZ/8 _ ,im/8 s
T=e ( 0 e’”/s) e e'""'°R, <4) (8.23)

This shows us that the T gate is equivalent to a 45 degree rotation around the z
axis.

THE Z-Y DECOMPOSITION
Given a single-qubit operator U, we can find real numbers a, b, ¢, d such that

U =e"“R,(b)Ry(c)R.(d) (8.24)

BASIC QUANTUM CIRCUIT DIAGRAMS

We can represent the action of a quantum gate by drawing a circuit diagram. Each
unitary operator or gate is represented by a block with lines (or “wires’) used to
represent input and output. For example, the representations of the Pauli operators
X, Y, and Z and their action on a single qubit are shown in Figure 8.1.

The circuit diagram representation of a Hadamard gate is shown in
Figure 8.2. We represent measurement in a circuit with an encircled M. This is
shown in Figure 8.3. A measurement in a circuit diagram should remind you of the

|1//,-,,>:Ot|0>+ﬂ|1> |1//[,u,>=ﬂ|0>+0t|]>
_ X -—

|Win>:a|0>+/3|1> |¢’om>:_iﬁ|0>+ia|1>
_ Y I —

Win) = er[0) + A1) , Wour) = |0) — 1)

Figure 8.1 Circuit diagram representations of the Pauli operators and their actions on a
single arbitrary qubit
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=0 [ ] (=g (252
= o |+)+8|-)

Figure 8.2 The Hadamard gate

i) = [0) + A1) Py =[(0]y)” =[e?|
@ P =1y =8

Figure 8.3 Representation of measurement in a quantum circuit

Born rule—the probability of each measurement result is given by the corresponding
squared amplitudes.

In other texts or papers the representation of measurement may be different, but
it should be clear from the context. We will see how to incorporate measurement
into quantum circuits in later chapters, for example, when we consider teleportation
in Chapter 10.

CONTROLLED GATES

We are ready to move to the case of two-qubit gates. In this section the notion
of a controlled gate will allow us to implement an if —else type of construct with
a quantum gate. Consider a controlled classical gate. We include a control bit C.
If C =0, then the gate does nothing, but if C =1, then the gate performs some
specified action. Controlled quantum (or controlled unitary) gates work in a similar
fashion, using a control qubit to determine whether or not a specified unitary action
is applied to a target qubit.

When working with two-qubit gates, we consider their action with respect to
two-qubit states. Recall from our discussion of tensor products in Chapter 4 that
these are states of the form |a) ® |b), which can be written more smply as |a)|b) or
|ab). If we know the action of an operator on states |ab), then we can find its matrix
representation. The matrix representation of atwo-qubit gate can be calculated using

(00|U|00) (00|U|01) (0O|U|10) (0O|U|11)
y = [ ©uui0) oyuioy  (oyuii0) (OLU|LY) ©.25)
= | (10jvj00) (10/U|01) (10|U|10) (10|U|11) '
(11jU100) (11jU|01) (11)U|10) (11]U|11)

The first two-qubit gate we will meet is the controlled NOT or CNOT gate.
The first input to a controlled not gate acts as the control qubit. Using the notation
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|a) |a)

|b) & [p@®a)

Figure 8.4 Circuit diagram representation of a controlled NOT gate

developed in Chapter 4 for tensor product states, the action of a CNOT gate can be
described in terms of the XOR operation as follows:

la,b) — la, b ® a) (8.26)

If the control qubit is |0), then nothing happens to the target qubit. If the control
qubit is |1), then the NOT or X matrix is applied to the target cubit. The possible
input states to the CNOT gate are |00),|01),|10), and |11), and the action of the
CNOT gate on these states is

100) > |00)

01) > |01)

110) > |11) (8.27)
) )

111) + |10

A common circuit representation of the controlled NOT gate is shown in
Figure 8.4.

To write the matrix representation of the controlled NOT gate, we have to do it
with respect to the states |00),|01),|10), and |11). The matrix will be a 4 x 4 matrix.
The matrix representation of this gate is given by

1000
0100

cN=[g o 0 1 (8.28)
0010

If we use Dirac notation, the outer product representation of the controlled NOT is

CN = |00)(00] 4 |01)(01] + |10)(11] + |11)(10] (8.29)

Example 8.6

Using Dirac notation, find the action of the controlled NOT gate when the control bit is |1) and
the target qubit is given by |0),|1) and «|0) + S|1).
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Solution
In the first case, CN will act on the state |10). Using (8.29), we have
CN|10) = (|00)(00| + |01)(01] + |10)(11| 4 |11)(10])|10)
= |00)(00]|10) 4 |01)(01}|10) + |10)(11]|10) + |11)(10||10)

To calculate each of the inner products, we use the rule for calculating inner products
given in (4.8):

(abled = (alc)(b|d)

Hence
(00]10) = (0]1)(0|0) = O
(01]10) = (0]1)(1]0) =0
(11]10) = (1]1)(1/0) = 0
(10]10) = (1j1)(0)0) = 1
We conclude that
CN|10) = |11)

When the target qubit is |1), we have
CN|11) = (|00)(00| + |01)(01] + [10)(11| + |11){(10])|11)
= |00)(00||11) 4 |01)(01|11) + |10)(11]|11) + |11)(10||11)
= |10)

So we've confirmed that the controlled NOT gate flips the target qubit when the control bit is
|1). Now we can use what we've learned to find the action on the target qubit when it’s in the
state «|0) + B|1). In this case

CN(x|10) + B|11)) = «CN|10) + BCN|11) = «|11) + B|10)

Therefore the CN takes «|0) + B|1) to B|0) + «|1) when the control bit is |1).

Example 8.7

Describe a circuit that will generate the Bell states.

Solution
In Chapter 7 we learned that the Bell states are given by

_ |00) + |11)

| Boo) NG

(8.30)
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|01) + |10)
= 7 8.31
|Bo1) NG (8.31)
|00) — [11)
= — 8.32
|B10) 73 (8.32
|01) — [10)
= =7 8.33
|B11) Nz (8.33)

To see how we can draw a circuit to generate these states, consider the action of the CNOT gate
when the control qubit isin a superposition state. For example, let'stake it to be |c) = |0) + |1),
and let the target qubit be |0). Then the CNOT gate will act on the sum |00) + |10). From (8.29),
we see that the action of the CN gate on this state is

CN(|00) + [10)) = (]00)(00] + 01){01| + |10)¢11| + |11)(10])(]00) + |10))
= |00)(00||00) + |01)(01||00) + |10)(11/|00) + |11)(10]|00)
+100)(00]|10) + |01)(01]|10) + |10)(11[|10) + [11){10]|10)
= |00) + |11)
This is aimost the Bell state given by (8.30). All we are missing is the normalization constant
1/+/2. Of course, if we look back at (8.16) and the action of the Hadamard gate on |0), we see

that this gives us the factor we need. So we will start with a qubit given by |0) and act on it
with a Hadamard gate. That should give us the state

10) + 1)
V2

The resulting qubit output from the Hadamard gate is then passed as the control
qubit for the CN gate. The result will be the state | 8¢o). We can use asimilar thought
process to see how to generate the other Bell states. The circuit required to do this,
in general, is shown in Figure 8.5. One thing to notice about this circuit is that
moving from left to right indicates the passage of time. So a wire in a quantum

|b) N |r3ub>

Figure 8.5 Diagram for a quantum circuit that creates Bell states. Time moves from left to
right, with wires used to represent the passage of time where the state is left alone. First we
apply a Hadamard gate to the qubit —a) to generate a superposition state. This is then used
as the control bit in a CN gate. The result is the bell state —B,p)
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circuit is simply the time evolution of a quantum state. The operation of the circuit
goes as follows, with the steps applied in order:

o Take a qubit |a) where |a=0) or |a=1), and act on it with a Hadamard
gate.

o Use the resulting output as the control bit that is passed to a CN gate. If the
target qubit is denoted by |b), where b ={0,1}, the target output of the CN
gate will be the Bell state |Bap).

The Bell state |Bap) can be written as

10, b) + (—1)*[1, a)

V2

|ﬂah> = (834)

where a represents NOT a.

As we mentioned earlier, it is possible to generate any type of controlled U
gate we wish. For example, we can have a controlled-Hadamard gate. Let’s denote
this by CH. The action of the controlled Hadamard gate is as follows: If the control
qubit is |0), nothing happens to the target qubit. If the control qubit is |1), then
we apply a Hadamard gate to the target qubit. The matrix representation of the
controlled Hadamard gate is

1 0 O 0
01 O 0
CH = 00 L L (8.35)
V2 V2
oo L =2
V2 V2

The Dirac notation representation of this operator is

1
CH = |00)(00| + |01)(01] + ﬁ(|1o>(10| +10)(11] + |11)(10] — |11)(11])
(8.36)

Example 8.8

Find the action of the CH gate using (8.35) and (8.36) when the input states are |01)and|11).

Solution

Using the matrix representation of the CH gate, we need to write out the states |01) and |11).
From (4.9) the column vector representation of these states are

- ()=(9)-

0

O o
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- (o )-

We should find that applied to the state |01), the CH gate does nothing, since the control qubit
is set to 0. We have

= O O QO

10 0 0\ /0 0
CH|01) 0L 99 ! ! |01)
= 1 1 = =
0 O ? 1/—% 0 0
0 0 5 7 0 0
In the second case, we have
10 O 0 0 0
01 0 0o 0
CH|11l) = oo L L =1 1
vz vz ||9 V2
oo L = 1 -1
V2 2 V2

Hence the target qubit has been taken into the state |0) — |1)/+/2. Now let’s redo the cal culations
using Dirac notation. For the first state, we have

S
/2

= |00)(00||01) + |01)(01/|01) + %(|10><10||01> + 110)(11]/01) + |11)(10]|01)

CHI|0L) = [IOO)(OOI +101)(01] + (120)(10] + 10y (11| + |11)(10] — |ll>(11|)] |01)

—[11)(11]|02)) = |01)
For the second state, we find that
CHI|L1) = [|00)(OO| + 101)(01] + %(IlOMlOl + [10)(11] + |11)(10] — |11)(11|)] |01)
= |00)(00]|11) 4- |01)¢01|11) + %(IlO)(lOHll) +110)(11]]11) 4 |11)(10|01)

110) — 111)
—[11(11[11)) = ———
111)(11]11)) 7

Example 8.9

We wish to investigate the use of the controlled NOT gate as a cloning machine. Specifically
can it clone the state a|O) — b|1)? Begin by supposing that the superposition state given by
a|0) —b|1) is used as the control qubit and that the target qubit is given by |1). Then consider
the case where the target qubit is |0).



192 QUANTUM GATES AND CIRCUITS

Solution

First let's write down what the output state would be if the gate could clone the state. If it
could, then it would make a copy of a|0) —b|1), and the output state would be the product
state given by

al0) — b|1) ® a|0) — b|1) = a?|00) — ab|01) — ba|10) + b?|11)
The input state is
al0) — b|1) ® |1) = a|01) — b|11)
The controlled NOT gate acts on this state as follows:

CN(a|01) — b|11)) = aCN|01) — bCN|11) = a|01) — b|10)

You can see that a|01) — b|10) #a|0) — b|1) ® a|0) — b|1). If the target qubit is |0), then we
have

CN (a|00) — »|10)) = aCN|00) — bCN |10) = a|00) — b|11)

This state is aso not equal to the product state a|0) — b|1) ® a]0) — b|1), so we aren't any
closer to cloning the state. This example shows that the CN gate can't clone, in genera. Can
you think of any specific states that the CN gate might clone?

GATE DECOMPOSITION

A large part of working with quantum circuits is decomposing an arbitrary controlled
unitary operation U into a series of single-qubit operations and controlled NOT
gates. This procedure is illustrated schematically in Figure 8.6.

The figure shows some arbitrary controlled-U operation. An equivalent circuit,
consisting of two controlled NOT gates and the single-qubit gates A, B, and C, will
result in the same output. To illustrate how circuits can be manipulated, we have
the common example illustrated in Figure 8.7. We want to prove that a controlled
NOT gate can be written in terms of two Hadamard gates and a controlled Z gate.

Figure 8.6 We replaced a controlled-U operation by an equivalent circuit consisting of
controlled NOT gates and single-qubit gates
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Figure 8.7 A controlled NOT gate is equivalent to a circuit consisting of two Hadamard

gates and a controlled Z gate

To derive this result, we start by recalling the resolution of the identity operator
in Dirac notation. We denote the projection operators onto the |0) and |1) states by

Po =10)(0]
P =11

Then we write the identity operator as
I =10)(0] +[1)(1| = Po+ P1

Now consider the+ X state:

10) + 11)
+) =
I+) NG
The projection operator onto this state is
1
Py = |+){+|= E(IO)(OI +10) (1 + [1)(O] + 1) (1D

Similarly the projection operator onto the— X state is

1
P- = 1=){=1= 50000l — [0} (1] — [1){0] + [1){1D)

Notice that

Pi+P =1

(8.37)
(8.38)

(8.39)

(8.40)

(8.41)

(8.42)

(8.43)

Now recall the Dirac notation representations for the X and Z operators and how

they relate to (8.37), (8.38), (8.41), and (8.42):

X =10)(1] +|1){0] = P4 — P_
Z=10)0 = D)1l = Po— P,

(8.44)
(8.45)
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In the exercises you will show that the controlled NOT matrix can be generated
fromPo®1 +P;® X. So we start here and use (8.43):
Po®I+PLX=PQ(P, +P)+P QX
Next we use (8.44) to write X in terms of the same projection operators, giving
PoQ(Py+P )+ PL®(Py —P)=(Py+ P)® P+ (Po— P) ® P_
From (8.39) and (8.45) we see that this is just
I®P, +(Ph—P)QP. =1QP, +Z® P_ (8.46)

From (8.16) in Dirac notation the Hadamard operator is

1
H = —(]0)(0 0)(1 1)(0] — |1)(1
ﬁ(|>(|+|><|+|)<| [1){1])
Notice that
1
PoH = (]0)(0])—=(]0)(0 0y(1 1)(0] — |1)(1
0 (I)(I)ﬁ(l>(|+|>(|+|)<| (1)1
1
= —(|0)(0 0)(1
ﬁ(”('H)H)
So we have

1 1
HPoH = —(10)(0] + [0)(1] 4+ |1)(O] — |1){1))—=(]0)(O] + |0)(1
0 \/§(| ) (O] + 10) (1] + [1)(0] — [1){ I)ﬁ(l ) (0l +10)(1])

= %(IO)(OI +10) (1] + [1)(0 + 11)(1D)
=P,
This means that
IQP.=1®HPH=(IQ®H)(I®PyH)=UQ®H)IQ Py)(I®H)
It can also be shown that
ZQP_. =UQH)ZQP)IQ®H)

Putting the two results together, we can rewrite (8.46) as

IQP, +ZQP.=(IQH)I®P)IQH)+(QH)(Z®P)(I®H)
=(UQH)IQ®P+Z®P)I ®H)
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This is the circuit shown on the right-hand side of Figure 8.7. What this tells us is
to first apply the operation that leaves the first qubit alone and applies a Hadamard
gate to the second qubit, then apply the controlled Z gate, and finally apply another
Hadamard gate to the second qubit only.

EXERCISES

8.1. Describe the action of the Y gate in terms of the Bloch sphere picture.
8.2. The Hubbard operators are given by

XH=10)(0], X* =10)(1]

X% =10, XZ=|1)(1

(A) Write down the matrix representations of the Hubbard operatorsin the computational basis.
(B) Describe the action of the Hubbard operators on the Hadamard basis states.

8.3. Find a way to write the Pauli operators X, Y, and Z in terms of the Hubbard
operators.

8.4. Show that the controlled NOT gate is Hermitian and unitary.

8.5. Let |a)y =|1), and consider the circuit shown in Figure 8.5. Determine which
Bell states are generated as output when |b) =0),|b) =|1).

8.6. Write down the matrix representation for the controlled Z gate. Then write
down its representation using Dirac notation.

8.7. Consider the single qubit operators X, Y, Z, S and T. Find the square of each
operator.

8.8. Show that the Hadamard gate is equivalent to a 180 degree rotation about the
axis defined by (¢, — ¢.)/+/2, where ¢, and e. are unit vectors pointing along the x
and z axes.

89. Showthat X6 X = Xeé, —Yeé, — Ze,.

8.10. By using the tensor product methods developed in chapter 4, show that the
controlled-NOT matrix can be generated fromPy® | + P11 ® X.

8.11. Show that the following circuits are equivalent:
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8.12. The Toffali gate can be implemented in a quantum circuit as

RS
Show that if

Vo4t

then this circuit can be replaced by




QUANTUM ALGORITHMS

An algorithm is a set of instructions used to perform some well-defined task on a
computer. A large part of the desire to develop a quantum computer has come from
the discovery that some algorithms work dramatically better on a quantum computer
than they could ever work on a classical computer. This is because the nature
of quantum systems— captured in superposition and interference of qubits—often
allows a quantum system to compute in a parallel way that is not possible even, in
principle, with a classical compulter.

It was discovered that given a function f (x), a quantum algorithm is capable
of evaluating the function at multiple values of x simultaneously. As we will see
below, a quantum algorithm highlights one of the central tugs-of-war that exist in
guantum theory. A qubit can exist in a superposition of states, giving a quantum
computer a hidden realm where exponential computations are possible. In other
words, the fact that a quantum system can exist in a superposition or linear combi-
nation of states allows us to do simultaneous parallel computations that cannot be
done even, in principle, on any classical computer. This feature alows a quantum
computer to do parallel computations using a single circuit-providing a dramatic
speedup in many cases. However, since measurement finds a qubit in one state or

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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the other—frustratingly we find that if we give a quantum computer n inputs we
only get n outputs.

Nature allows us to get around this to a certain extent and extract useful infor-
mation using quantum interference. This is another feature of qubits that cannot
be seen with classical bits—and it plays an important role in the development of
useful agorithms. Because it's also true that a quantum computer can execute any
classical algorithm, the hope is that as more algorithms are discovered and quan-
tum computers become a reality, extremely efficient computing machines can be
built. At the present time only a small set of truly quantum agorithms have been
discovered, and this remains a very active area of research.

We begin by reviewing two quantum gates that are important in the develop-
ment of quantum algorithms and explaining quantum interference. Then we explore
our first truly quantum algorithm, called Deutsch’s algorithm after its creator, the
imaginative physicist David Deutsch.

HADAMARD GATES

An important step in quantum algorithms is to use Hadamard gates to create super-
position states. Recall that the Hadamard gate H acts on the computational basis
states in the following way:

[0) + |1) |0) — |1)
H 0 = N H 1 =
o V2 b NZ)

An interesting feature of the Hadamard gate is that two Hadamard gates in
series act to reverse the operation and give back the origina input. Let's consider
a Hadamard gates applied to an arbitrary qubit |) = «|0) + 8|1). We have

~ {10+ D) 10) — |1)
H|w>—aH|0>+ﬂH|1>—a( v )+/3( ﬁ)

()0 (1)
If we apply a Hadamard gate twice, we get the original state back:
[(£5) 0 (22) 2] () o ()
() (252)- () (2
_ <a+a+ﬁ—ﬂ>|o>+(a—a+ﬁ+ﬂ)|1)

2 2
=a|0) + A1) = ¥)

9.)
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9 —{a}—{a}— v

Figure 9.1 Two Hadamard gates in series restore a qubit to its original state

) H]
5 =2
1 |H |

Figure 9.2 Two Hadamard gates used in parallel

So the action of two Hadamard gates in series, shown in Figure 9.1, restores a qubit
to its origina state.

Now consider what happens when we apply two Hadamard gates in parallel.
Let's say that we do this for the state |1)|1) (see Figure 9.2). The result of this
action is the product state given by

0) =11 (10 —11)
1) = 1 1) =
(H® H)|1I1) = (H|1)(H|1)) ( 73 )( Nz )
1

= E(|OO> —101) — |10) + |11))

(9.2)

As we will see, the operation of two or more Hadamard gates in parallel plays an
important role in quantum agorithms. When n Hadamard gates act in parallel on n
qubits, thisis called a Hadamard transform. A shorthand notation that is sometimes
used is to write H®". So the operation shown in (9.2) can be denoted by H ®2, If
we apply H ®? to the product state |0)|0), we obtain

0)+ 1 0)+ |1
(H®H)|0)|0)=(1—1|0>)(H|0>):(l ) + 1 >)(| ) + | >)

. V2 V2 9.3)
= §(|00) + ]01) 4+ |10) + |11))
In a similar way H®3|0)|0)|0) gives us
(H® H ® H)|0)|0)|0) = (H|0))(H|0))(H|0))
_ (|0> + |1>> <|0) + |1)> (|0> + |1))
1 V2 V2 V2 (9.4)
= ——(|000) + |001) + |010) + |100) + |101
@(|)|>|>|)|)

+]110) + |111))
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We can write a sum over states like %(lOO) + ]01) + |10) + |11)) compactly in
thefollowing way: We let |x) denote a general state where x € {0, 1}2; that is, |x) is
one of |00), |01), |10), |11). If we write x € {0, 1}3, then we mean that |x) is one
of the three qubit states |000), |001), |010), |100), |101), |110), |111). By summing
over the variable |x), we can write the states compactly. For relation (9.3) can be
written as

1
(H ® H)|0)|0) = H®?|0)*? = Nz > Ix) (95)

xe{0,1)2
In generd, the application of H®" to a product state with n copies of |0) is
HO(10)°") = = EY! (96)
NeD

xe{0,1)"

Another useful operation is applying H ® H to the product state |0)|1). This gives

0+ 11 (10— 1)

H® H)|0)|1) =

(H ® H)[0)[1) <ﬁ>(ﬁ) 07
1 .
= 5100} — |01} + |10} — |11)

If we think of x as running over the numbers 00, 01, 10, 11 (i.e, O, 1, 2, 3), then
we can write this compactly as

(H ® H)|0)|1) = Z (—=D*|x) (98)
x€{01
Meanwhile
(H®H)|1)|1):%(|00)—|01) 110) + |11)) Z (—1)*0®1)x)  (9.9)
xe{01}2

where xo @ X3 is the exclusive-OR of the two qubits, and we are saying |x) is a
two qubit state of the form |xpX1), where Xq, X1 are either O or 1.

Example 9.1
What is the result of apply the Hadamard transform to the state
10+ (=D* 1)
) = NG

where x € {0, 1}.
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Solution
Since 10) + 11) 0) - 1)
H =aH|0 H|l) =
W) = aH|O) + BHIL) oe( 7 >+ﬂ( 7 )
«+p o—p
= 0 —— |1
(ﬁ)'”(ﬁ)”
The result is

14 (-1 1 (-1
wa:<+; ))m+< ; ))n

If x =0, this tells us that

10) + [1)
H =10 9.10
( NZ) ) o (210
On the other hand, if x=1, then
|0) — [1)
H =11 9.11
< V2 ) b G0

THE PHASE GATE

Another useful gate that can be applied in the development of quantum agorithms
is avariation of the phase gate we met in the last chapter, called the discrete phase
gate. We denote the discrete phase gate by Ry, where

1 0
Rk = <0 e(ZJTi/Zk)> (912)

MATRIX REPRESENTATION OF SERIAL AND PARALLEL OPERATIONS

When looking at quantum circuit diagrams or thinking about quantum algorithms,
it is sometimes helpful to break down the problem in termsof matrices. There are
two basic rules that can be followed. The first is that if a set of operations is
performed in series, then thisis represented by a matrix product. We represent a set
of operations performed in series (i.e., in time) by starting with the first operation on
the left followed by subsequent operations moving to the right. This is illustrated
in Figure 9.3, where we first perform a phase gate with angle 6, followed by a
Hadamard gate, which is then followed by the application of a Z gate.

The matrix representation of this sequence of operations is written down by
multiplying the matrices in reverse order. Hence the operation shown in Figure 9.3
is written as

ZHP ()
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P(0) H Z

Figure 9.3 Circuit diagram for the application of a phase gate, followed by an application
of a Hadamard gate, followed by the application of a Z gate

Explicitly we have

1 0y1 /1 1)/1 0)_1/1 e’
0 -1/ ,2\1 -1)\0 e ]~ V2 \-1 P
When quantum operations are performed in paralel (i.e., at the same time),

we compute the tensor product, which we aready know how to do. So the matrix
representation of H @ H is

101 1 1
1 m H\ 11 -1 1 -1
H®H=ﬁ(1{ —H>=§1 1 -1 -1
1 -1 -1 1

As we will see when we start developing some quantum algorithms, interference
and parallelism play a fundamental role. Before actually describing an agorithm we
first describe quantum interference.

QUANTUM INTERFERENCE

The application of a Hadamard gate to an arbitrary qubit is an example of quantum
interference. Let's recall what happens when we calculate H |y) for |) = «|0) +

Bl1). We get
at+p o — ﬂ)
H|y) = 0) + 1 9.13
|¢>(ﬁ)|><ﬁ|> (9.13)
Notice that the probability to obtain |0) upon measurement has been changed as
a+p
V2
while the probability to find |1) has been changed as
a—p

Specificaly, looking at the state, we write

10) + |1)
/2

V) =
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We saw in (9.10) that the Hadamard gate transforms |y) — |0). This is a
manifestation of quantum interference—mathematically this means the addition of
probability amplitudes. There are two types of interference, positive interference
inwhich probability amplitudes add constructively to increase or negative interfer-
ence in which probability amplitudes add destructively to decrease. In the case of
(9.10), with the Hadamard transformation of the state we have the following:

« Positive interference with regard to the basis state |0). The two amplitudes
add to increase the probability of finding O upon measurement. In fact in this
case it goes to unity meaning we are certain to find O.

o Negative interference where by the terms |1) and —|1) cancel. We go from a
state where there was a 50% chance of finding 1 upon measurement to one
where there is no chance of finding 1 upon measurement.

Quantum interference plays an important role in the development of quantum
algorithms:

o Quantum interference allows us to gain information about a function f (x) that
depends on evaluating the function at many values of x. That is, interference
alows us to deduce certain global properties of the function.

Now let’s look at the final part of the basic quantum algorithm toolkit, quantum
parallelism.

QUANTUM PARALLELISM AND FUNCTION EVALUATION

The first foray into the development of a quantum algorithm one can imagine is
actually quite smple— but it demonstrates the overwhelming power of a quantum
computer (i.e., should a practical one ever be constructed). The algorithm we are
going to describe is called Deutsch’'s algorithm. Earlier we mentioned that quantum
parallelism can be described as the ability to evaluate the function f (x) at many
values of x simultaneously.

Let’s see how to do this by considering a very simple function, one that accepts
a single bit as input and produces a single bit as output. That is, x € {0, 1}. There
are only a small number of functions that can act on the set x € {0, 1} and give a
single bit as output. For example, we could have the identity function

0 ifx=0
FO=11 dfe=1

Two more examples are the constant functions

f@x) =0, f(x)=1
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The final example is the bit flip function

1 ifx=0
FO =00 ifr=1

The identity and bit flip functions are called balanced because the outputs
are opposite for half the inputs. So a function on a single bit can be constant or
balanced. Whether a function on a single bit is constant or balanced is a global
property. What we're going to see in the following development is that Deutsch’s
algorithm will let us put together a state that has all of the output values of the
function associated with each input value in a superposition state. Then we will use
gquantum interference to find out if the given function is constant or balanced.

The first step in developing this algorithm is to imagine a unitary operation
denoted by U that acts on two qubits. It leaves the first qubit alone and produces
the exclusive or (denoted by @) of the second qubit with the function f evaluated
with the first qubit as argument. That is,

Urlx, y) = |x,y ® f(x)) (9.14)

(note that x, y € {0, 1}). Now, since |x) is a qubit, it can be in a superposition state.
Let’'s specifically start with an initial state |0) and apply a Hadamard gate, as shown
in Figure 9.4.

Using algebra, we write the action of the circuit shown in Figure 9.4 as

0) + 1 1 0,08 f(0) +1,0® f(1
Uf(l )jil >>|0>=E(Uf|oo>+uf|1o>)=' ® f( ))jil SACY)

This circuit has produced a superposition state that has information about every
possible value of f(x), in a single step. Suppose that f (x) is the identity function.
Then the final state is

U <I0>+|1>) 0) = 0,00 f(0) +11,0® f(D) _ |00) + |11)
72 72 72

Uy

0y —-d ¥ yerw |

Figure 9.4 Circuit diagram for Uslx, y) = |x,y ® f(x)) where we take the first qubit to be in a
superposition and the second qubit to be |0)
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Recall that 060=191=0,061=1¢ 0=1, so more generally the output of this
circuit is

U |0) + |1) 0 10, f(O) + 11, f(1))
f NG |0) = Nz

This looks pretty nifty—we have a superposition state with al pairs of x, f(x)
represented. But remember how quantum measurement works. If we measure the
state > |x)|f (x)), we get one and only one value of x and f (x). After measurement
the system is in a state proportiona to |x)|f (X)) for that single and specific value
of x. Moreover the value of x that we obtain is completely random. So what we
have so far is the same as evaluating the function f (x) at some randomly chosen x.
That doesn’t seem very useful. For a simple function on bits we can learn the value
of f(0) or f (1), but not both simultaneously (even though they are simultaneously
present in the premeasurement state). While it seems like we haven’t gotten anything
any more useful than what we can do with a classical computer, it's in fact worse:
we can't choose which value to reveal, f (O)or f (1), that occurs randomly.

Deutsch’s algorithm takes what we have done so far to exploit the fact that the
system is in a superposition state )" |x)|f (x)) to obtain information about a global
property of the function—whether or not it is constant f(0)=f (1) or balanced
f(0) #f (2). It does this by computing

[Your) = (H ® DUy (H ® H)|0)|1) (9.19)
In words Deutsch’s algorithm is implemented by the following steps:

1. Apply Hadamard gates to the input state |0)|1) to produce a product state of
two superpositions.

2. Apply U; to that product state.

3. Apply a Hadamard gate to the first qubit leaving the second qubit aone.

We already know what the result of the first step is in (9.15). We calculated it
in(9.7), which we restate here

10)+11)\ (10 —11)
H® H)|0)|1) =
wemom=(250) (%5)
1

= 5(100) — |01) +110) — |11))

By doing this, we provide a superposition state as input that will contain all possible
values of the combination (x, f (x)) once weapply U ;. Because it’s a single state, we
have these listed simultaneously. Now let’s apply U ¢ to each term of (H @ H)|0)|1).
For the first term we have

Uyl00) = 10,00 f(0)) = (1 — f(0))[100) + f(0)|01) (9.16)
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This result takes into account the possibilities 0 f(0)=0and 0 f(0) =1. To see
how this works, note that if f (0)=0, then 0 f(0)=04 0=0 and
10,0@ f(0)) = (1— f(0)|00) + f(0)|01) = |00) + (0)|01) = |00)
On the other hand, if f(0)=1, then 0 f(0)=0®1=1 and
10,0® f(0)) = (1— f(0)|00) + f(0)|01) = (0)|00) + (1)|01) = |01)

Similar logic applied to the other terms gives

Url01) = 10,10 f(0)) = f(0)[00) + (1 — f(0))[01) (9.17)
Url10) = 10,10 f(0)) = (1 — f(1))100) + f(1)|01) (9.18)
Url11) =10, 1o f(D) = fF(DI10) + 1 - f(D)I11) (9.19)

Hence
l¥') =Us(H ® H)|0)|1)

= (1- £(0)]00) + f(0)|01) + f(0)[00) + (1 — f(0))|01) (9.20)
+(1 - f(1)100) + f(D|01) + f(DI10) + (1 — f(1)[11)

To get the final output state of Deutsch’s algorithm, we apply H ® | to |¢').
The Hadamard gate is applied to the first qubit, and the second qubit is left alone.
Let's look a the first couple of terms explicitly:

(H® D[(1- £(0)|00) + f(0)|01)]
=1 - f(0)(HI0) ®[0) + f(0)(H]0)) ® |1)

0 1 0 1
=ﬂ—f®DC>+H>®M+f©(H+|»®H>

NZJ V2

|00) + |10) |01) + |11)

=(1- £ - O ——
( f())< V2 >+f()( NZ) )

Applying H ® | to all the terms in (9.20) and doing some agebra gives the fina
output state of Deutsch’s algorithm as

|0) — |1) [0) —11)
out] — 1— 0— 1 0 1 — 0 1
[Vour) = (L— f(0) — f(D)] )( NG >+(f( ) — f(O)] )( 73 (221)

Now suppose that the function is constant so that f (0) =f (1). Then we obtain
the final output state, using (9.21), as

|0) — 1)
NG

|mm=—m( ) (FO) = £(1) (9.22)
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On the other hand, if f(0)#f (1), then f(0)=0, f(1)=1, or f(0)=1, f(1)=0, and
the final output state is

10) — |1)>
out) = £|1 0 1 9.23
|Wour) |)< 73 (f O # f(1) (9.23)
In this algorithm, single-qubit interference is applied to the first qubit allowing us
to distinguish between the two cases of the output of the function

DEUTSCH-JOZSA ALGORITHM

The Deutsch-Jozsa algorithm is a generalization of Deutsch’s algorithm. Again, this
algorithm allows us to determine whether a function f (x) is constant or balanced,
but this time the function has multiple input values. If f(x) is constant, then the
output is the same for all input values x. If the function is balanced, then f (x) =0
for half of the inputs and f (x) =1 for the other half of the inputs, and vice versa
We start with an initial state that includes n qubits in the state |0) and a singlequbit
in the state |1). Hadamard gates are applied to all qubits. The circuit is illustrated
in Figure 9.5.
We start off by calculating

ly') = (H®)(0®") ® (H|1)) (9.24)
From (9.6) we see that thisis
10) —11)
9.25
rxe{;l}n (*5) ©2)

Next we apply (9.14), that is, U¢|x, y) =[x, ¥ ® f (X)), to evaluate the function. The
first n qubits are the values of x and the last qubit plays the role of y as shown in
the figure. The output state of the U gate is

/ X 1
) = — Z( 1)/®)) ( >f2' >) (9.26)
n
|0> HE" X (ninputs) x HE"
v’ v
% o |
1) H y YO fx)

Figure 9.5 The Deutsch-Jozsa algorithm generalizes Deutsch’s algorithm to handle a func-
tion with n input values and determine whether or not it is constant or balanced
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Applying a Hadamard gate to an n qubit state |x) gives
HO ) = —— 3 (— D)™ |y) (0.27)
So the final output state is

1 . 10) — [1)
out =5, _1 : y+f(X) ( ) 9-28
WVou) = 5, Z}jZ( ) M~ (9.28)

Now we measure the n inputs. It might not be immediately obvious looking at
(9.28), but there are two possible measurement results on |y) (which is the state of
n inputs at this stage) that are of interest. The possible results are as follows:

o Measurement of the first n input qubits in | qoy) returns al 0’'s. In this case
f (x) is constant.

o Otherwise, if at least one of the qubitsin |y) is found to be a 1 on measure-
ment, f (x) is balanced.

Example 9.2

Consider a function with two inputs such that f(x)=1. Explicitly show that the Deutsch-
Jozsa algorithm works in this case by generating the vector |y) =|00) as the fina output.

Solution
The initial input state will be |vi,) =|0)|0)|1). Applying Hadamard gates to this state gives

1
|¥') = —=(/000) — |001) + [010) — |011) + |100) — |101) + |110) — |111))
22
Next we apply U to the system, obtaining
1
") = Z—ﬁ(|001> — 1000) + |011) — |010) + |101) — |100) + |111) — |110))

The final step is to apply H ®2 to the first two qubits. This gives

lw”“’)zz—ji[<|o>j§|1>) <|0>j§|1)>|1>_<|0>j§|1>)<|0)j§\1>>|o>

N <|o)}2\1>) <|O>J§|1>> ) <|0>j§|1>) <|0>J§|1>> 0)
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n (|0>\;§|1)> (IO)jzll)) ) — (IO)\;zll)> (IO):/kzll)> 0)
n (|O>J§|l)> (IO)lel)) ) — (IO)lel)> (IO)lel)> |0)]

Expanding out al the terms gives

1
42
+(|00) — |01) + |10) — |11))|1) — (|00) — [01) + |10) — |11))|0)

+ (100) + [01) — |10) — [11))|1) — (]00) + [01) — |10) — [11))[0)
+ (100) — [01) — |10) + [11))]1) — (J00) — [01) — |10) + [11))[0)]

[VYour) = [(100) 4 |01) + |10) + 11))|1) — (]00) + [01) + [10) + |11))[0)

Now we want to factor these termsto put them in the form with the third qubit as <|O) — |l>/«/§) .
We get

1
|W(mt> = >

-1
4[—(|00>+|01>+|10)+|11>)(|0> H)

V2

10) — 1)
—(]00) —|01) + |10) — |11
(100) —101) + |10} I))( ﬁ)
10) — 1)
—(]00) + |01) — |10) — |11
(100) +101) — |10) — | ))( 73 )
10) — 1)
—(]00) —|01) — |10 11
(100) —101) — |10) + | ))( 73 )]

Hence

10) — 1)
out) = — 00
[Your) | >( 73 )

Measurement on the first two qubits gives 00, confirming that this is a constant function.

Example 9.3

Suppose that f (00) =f (01) =0, f (10) =f (11) = 1. Apply the Deutsch-Josza algorithm and show
that at least one of the first two qubits ends up as a 1.

Solution
The input state is again |vi,) = |0)|0)|1), and the application of the Hadamard gates gives

1

000) — |001) + |010) — |011) + |100) — |101) + |110) — |111
2\/é(l)|)+|)|)+|)|)+|)|))

')
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We apply U to the system, obtaining

1
") = —=(/000) — |001) + |010) + |011) 4 |101) — |100) + |111) — |110
™) 2ﬁ(l ) —1001) 4 |010) +|011) + [101) — [100) + [111) — |110))

Applying Hadamard gates to the first two inputs gives

o % [(w)gl)) <|0)\'}—§\1)) 0 - <|o>:}2|1>> (lO)jzm) 1)

() (F7 ) (550 (B

<|o )( |1>>|1>_<|0>}I1>><|0)Jr 1>)|o>
2

<|o |1>>< 1)) . <|0>¢_§|1>> ('0)}21)) |o>]

Again, we expand this result to obtain
1
——=[(|00) + |01) — |10) — |11))|1) + (|OO) + |01) + |10) + |11})|O
4J§[(|>|>|) [11))[1) 4 (100} + [01) + |10) + |11))|0)

—(100) + [01) + 10) + [11)]1) + (J00) — |01) + |10) — |11))|0)

+

+
N

+

|W(mt> =

+(/00) — 101) + [10) — |11))[1) — (]00) 4 |01) — |10) — |11))|0)
+(/00) — 01) — [10) 4 |11))[1) — (]00) — |01) — |10) + [11))|0)]

We rearrange as follows:

! 0) 1
[Your) = Z |:(|00) +101) + |10) + |11)) <| ) — | ))

V2
10) — 1)
00) — |01) + |10) — |11
+(100) — 101) + 110) — | ))( NG )
10) — 1)
—(|00) 4 |01) — |10) — |11
(100) +101) — |10) — | ))( NG )

10) — 1)
— (100) — |01) — |10) + |11
<|>|)|>+|))<ﬁ>]

10) — 1)
out) = [10)
Vo) =1 < V2 )

Measurement on the first two qubits returns 10, since at least one qubit was 1. This shows that
the function is balanced.

So we find that
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QUANTUM FOURIER TRANSFORM

A guantum computer can be used to compute a quantum analog of the Fourier trans-
form. First let’s get some preliminaries down. Consider two states of d =n qubits

|x) = |x4—1X4—2...X0)
[¥) = Yn—1Yn—2...Y0)

where each X, y; € {0,1}. Then
X-y=2x0Y0+ X1y1+ -+ Xp_1Yn-1 (9.29)

The quantum Fourier transform maps the state |) = |[Xn_1Xn_2 - - - Xo) into the state

(10) + eZ15r-111)) @ (|0) + 2 104n-2-1) 1))
2"/2 (9.30)

®---®(|0) + e2i[0-x0-..x, 20, 1] 11))

where we have introduced the notation

——)OXO

2
X0
> —+ 5 — O.xgx1 (9.31)
X1
23 + ? + 2 — 0.xgx1x2
and so on, to represent a binary fraction. Notice that we have two things going
on here—superposition states and the introduction of phases. The first fact tells us
that we will need to build a circuit with Hadamard gates to introduce superposi-
tion states. As for the phases, let’s recall the discrete phase gate (9.12). The matrix
representation of this gate in the computational basis is

1 0
R = 0 e@ri/2)

Ri|0) = [0), Ry|1) = e@/2)1) (9.32)

So we see that

The quantum Fourier transform is implemented using Hadamard gates and con-
trolled discrete phase gates. Let's denote the quantum Fourier transform operator
by Uf. It acts on an arbitrary state |x) as

1 L on
Urlk) = —= D ey

2"—-1
E 271 (y0(0.x0x 1. —1)+y1(0.x0x 1 Xp—2) ++ Y0~ 1(0X0))|y>

(9.33)
1

@
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We use the property ¢**? = v and V) =Yo)®|Y1)®- - -®|yn_1) to write thisas a
tensor product state:

2"—-1
Z 27iyg(0.x0X7- Xy — 1)|y0) ®627Ti."n—l(o-)f0)|yn_l> (9.34)

Urlx) =

N

Each y;e{0, 1}. If y; =0, then ¢2"Vi(xox1-%) — 00 — 1 |If y; =1, then the termsis
left with ¢27(*0x1-%))  This is how we get the form (9.30).

The discussion so far has been pretty abstract. Next we will show how to com-
pute the discrete quantum Fourier transform for a three-qubit state |X) = [X2X1Xo).
The circuit used to do this is shown in Figure 9.6. .

The first step is to apply the Hadamard gate to |X2). Note that —1=€'", so the
state on the top line in Figure 9.6 becomes

1 .
H|xz) = Z( D2y) = fZez’”sz ﬁ(|0>+e2m<°-x2>|1>>

We proceed to act on this state with the controlled R, gate. The control bit for
this gate is the state |x1), which is |0) or |1). Since 1=e°=e?"0 and |x1) is
either |0) or |1), we can write the action of the R, gate on the basis state |1) as
Ry|1) = €'™1/2|1) = ¢27*1/4|1). So the state of the entire system at this point is

1 . 1 .
I ® Rolx1) ® —=(|0) + €202 |1)) = |x1) ® —=(|0) + €27/ Ox2*D)|1))

NE NE
Now we apply the controlled R3 gate to this state with the control bit being |xo).
This acts in the same manner transforming the system into the state

1 .
|x0) ® |x1) ® —=(|0) + €27/ (O-x2x1%0) | 1y)

V2
Next |x1) goes through the Hadamard gate and the controlled R, gate, transforming
it as
1 2mi(.x1x0)
|x1) = —=(|0) + " [1))

/2

|x2>
|x1) ° H
) [H}-

Figure 9.6 Circuit for a quantum Fourier transform applied to a three—qubit state.
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The state of the system becomes

1 . 1 .
Ixo) ® ﬁqo) + eZm(O.xlxo)|1>) ® ﬁ(w) + eZm(O.xzx1xo)|1>)

The last step is to act on |xg) with the final Hadamard gate. This takes

1 .
o) — —=(10) + %030 1y)

7

The final state of the system is

1 . 1
= (|0) + €2 Ox) 1)) © —

\/z ﬁ(|0> + eZﬂl(O.xlxo)l:L)) ® ﬁ('o) + eZT[l(O.sz]_xo)ll))

PHASE ESTIMATION

The quantum Fourier transform is closely related to a problem called phase estima-
tion. Let U be a unitary operator on ad = 2" Hilbert space, and let |¢1), |¢2), ...,
|pq) be the eigenvectors of U, which form an orthonormal basis for the space. The
eigenvalues of unitary operators are phases. Hence the eigenvalues of each |¢) will
be given by

Ulgn) = € |, (9:35)

Notice that if we act on a given eigenvector say j times, we have
Ullgn) = U771 ™ ha)) = (@) |g,) = 27 |g,) (9:36)

The problem of quantum phase estimation is the following: Given a unitary
operator U and an input eigenvector |¢) of U, estimate the angle 6 in the associated
eigenvalue that will have aform given by (9.35). We suppose that we want to know
the phase angle 6 to m bits of accuracy. To begin, the agorithm with the initia
state given by

[¥in) = 10)%™ |¢) (9.37)

Here we know the eigenvector of the given unitary operator, |¢) to n bits, meaning
it isan n qubit state |¢) = |pn_1, Pn_2, ..., $1, ¢o). Following a procedure you're
familiar with aready, the first step is to apply Hadamard gates to the |0) inputs to
generate superposition states. Acting with m Hadamard gates on (9.37)gives

om_1q

1
$) = 57 ZO 1x)19) (939)

10) + |1>)®’"

no__ MmN
1Y) = H™"[Yin) (ﬁ
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Now apply the unitary operator to the state in the following way:

2"—-1 2n—-1

1
W = 2m/2 Z W) = 5.7 Z ) (@) (9.39)

Because €% is just a number, we can move it wherever we like. Notice that the
state in (9.39) is a product state, with each term multiplied by |¢). So we can pull
it out of the sum and write

2m—1 2m—1
W/// _ 2m/2 Z eZm@x |¢ <2m/2 Z eZmOx >|¢) (940)

We are after an estimate of 6, so we can throw out the last n qubits (i.e., throw out
|¢)). This leaves the state

2m—-1

[Wour) = 2,,,/2 Z e?"i0% | x) (9.41)

The algorithm we have described to this point is sometimes called a phase kickback
circuit. Thisisillustrated in Figure 9.7.

To get an estimate of 6, we can use the quantum Fourier transform U g. Specif-
ically, we apply the inverse quantum Fourier transform, which is given by Ux", to
the state (9.41). The result is

om_qm_1 om_1
mn " 1 : _ n
UFleout — 2m Z Z (—2mixy/2™)/2 +27'[19X|y> — 2_m Z eme(@ v/2 )|y>
x=0 y=0 x,y=0
(9.42)
The probability of finding the system in the state |y) is
2”‘1 1 2/71_1 2
Pr(y) = Z B0y /2 | = | 5 Rz )
x=0
o om_q
®m mo 27ibx
0) — H o 22T
| ) 2 x=0
|6) = |6u-1s Bacas o b1, S0) U

Figure 9.7 An illustration of a circuit to implement steps (9.37) through (9.41)
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We can evauate this term by considering a geometric series. If |r| < 1, then

> a
Z ar" = (9.44)
1-—r
n=0
When the sum is finite, we have
m—1
m _ 1

Z ar" = a” (9.45)
= r—1

Looking at (9.43), we let a=1 and r = 2**@—¥/2")  From (9.45) the probability
of finding the system in the state |y) is
2

1 |rom—1

Pr(y) = 22m

r

—— (9.46)

We wish to estimate a lower bound on this probability. Doing so involves looking
at the terms in (9.46) in the complex plane. If you haven't had complex variables,
you may wish to skip this section, which will seem obscure to many readers.

Suppose that we have an m bit approximation of 6 given by 0.60,_10m_2. . .00
that differs from @ by some error ¢ such that 0 < |¢| < 2”1, Then we can take
r=e?* and estimate a lower bound on obtaining an accurate m bit precision
estimate of 0. To do this, we examine the complex plane and consider that |r 2™ — 1|
is the chord length from 1 to r?™. We drawing a unit circle in the complex plane.
As illustrated in Figure 9.8, the arc length from 1 to r?™ is given by 277|¢|2™.

In Figure 9.8 the ratio of the arc length to the chord length cannot exceed /2.
Hence we obtain the bound

21 |g|2"

2m

=

T
2 ’

2m Arc length is

P _

2n|s|2’"

Figure 9.8 Estimating a bound on the probability (9.46) by looking at the complex plane.
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Now we need a bound on the denominator in (9.46). A similar procedure for con-
sidering the chord length from 1 to r gives the bound

21 |e| o1 1 1

, > 0.48
r—1 - T =1~ 21l (2.48)
Hence
P12 1 j4el2n2 1 16s222 4
D) =20 | 771 | 2220 2nfelE - 220 dnZelZ - n? (949)

The bottom line of this calculation is that the probability is greater than 0.4.
that a measurement of 6 to m bits of precision is obtained with every single bit
correct.

SHOR'S ALGORITHM

Shor’s agorithm was fundamental in demonstrating the power and importance
of quantum computation. This is an algorithm that can be used to factor prime
numbers—meaning that it can be used to break encryption codes if a practical
quantum computer is ever built. Needless to say, this algorithm got the attention of
alot of people.

The first thing we need to know in order to do Shor’s algorithm is order finding.
Let x and N be positive integers with no common factors such that x < N. The
order of x is the smallest positive integer r such that

x"=1mod N (9.50)
Let’s explain what mod N means by way of an example. First of al, x and N
can’'t have any common factors because their greatest common divisor is 1. Suppose
that we let x =5 and N =44. To find x” = a mod N, we compute x"and subtract N
until we get the last integer greater than 0. The first two cases are less than N = 44,
so we don’'t do anything:
5l=5 5 =25
Now since 5% = 125, we note that (44)(2) = 88 and 125 — 88 = 37. Hence
53 = 37(mod 44)
Next 5% = 625. We have (14)(44) = 616, and so

5% — 9(mod 44)
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Finally 5° =3125. It turns out that 71 x 44 = 3124, which is 1 less than 5° = 3125.
This is where we stop. Hence

5° = 1(mod 44)

The order of 5is5 in this case.

As you can see, plugging away like this, finding the powers x” = 1(modN)
can be very time-consuming. With large numbers it will swamp the best computers
available, the time required is exponentia in log N. This problem can be solved far
more efficiently by using a quantum algorithm based on phase estimation.

To solve the problem of order finding, we consider the unitary operator

xymodN) O0<y<N-1
)= b O=y=N (9.51)
|y) N<y=<2t-1
where L = [log N]. The eigenstates of U x are given by
1 2mikt
luy) = Z ( ) Ix* mod N) (9.52)
k
The eigenvalues are given by
Uclur) = €200 uy) (953)

Notice that we can apply the phase estimation algorithm to these states to estimate
the phase t/r, and hence to find an estimate of the order. The order-finding algorithm
begins by considering a superposition of these eigenstates. It turns out that the eigen
states sum to |1), since Zz;é exp(—(2rwikt)/r) = réi.o,

L §| 1 -1 riexp< 2””“)| “mod N)=1)  (9.54)
— Uy) = — — — X = .
ﬁ =0 ﬁ =0 \/; k=0 r

So we begin order finding with the input state

[Win) = Z lut;) (9.55)

We can calculate the quantity x* mod N using quantum parallelism. The period r /t,
which gives us the order r, is found by the phase estimation procedure. So if we
start with |0)®"|1), then we have

1221 % 2mikt !
N ﬁze)(p(_ p >|k lu;) = ;W” |ur) (9.56)
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where we have defined

t/r) = fz (2’”’“)|k>

Measurement gives an estimate of arandom t/r for 0<t <r — 1. To obtain the
exact value, continued fractions are applied.

The order-finding algorithm is the only quantum part of Shor’s algorithm—the
rest of it involves classical calculations. A simple way to state Shor’s agorithm
is that we use order finding to find the factors of some odd integer N. This can
be summarized as a “Repeat. . . until” procedure (which | borrow from the lecture
notes of John Watrous of University of Waterloo):

Input: odd integer N
Repeat
Randomy select xe{2,...,N=1} ae{2,..., Nv1}

d = gcd (x, N
If d>2 Then u=d, v=Nd
El se
Find the order r such that x"=1 nod N
y=x72-1 nod N
d = gcd (y, N
If d>2 Then u=d, v=Nd
Until find u,v

QUANTUM SEARCHING AND GROVER’S ALGORITHM

Grover’'s agorithm can be described as a quantum database-searching algorithm.
The presentation given here is simplistic and is not something that has much real
world utility. Grover’'s algorithm once again, demonstrates the power of a quan-
tum computer in that the algorithm significantly reduces the number of operations
necessary to solve the problem as compared to a classical computer.

Once again, we have a function f (x) on bits with n inputs and x € {0, 1}". The
output of the function is a single bit, so we can have f (x) =0 or f (x) = 1. The task
at hand, which is solved by Grover’s agorithm, is the following. There is a single
x such that f (x) =1, and we want to find out what x that is. Note that it may be
the case that f (x) =0 identically, in which case no such x exists.

To solve this problem classically, we can generate input strings x and simply
test the function to find out if f (x) = 1. It turns out that doing this will require 2" — 1
tries to solve the problem. In contrast, Grover’ s algorithm solves the problem with on
order of /2" tries. Now suppose that the bit string is small, just 5 bits. The classical
agorithm would require 2° — 1= 31 attempts to find the correct x, while Grover’'s
algorithm would require +/25 ~ 6 attempts. We have a significant improvement on
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asmall bit string. As you might imagine, as the bit strings get larger and larger, the
improvement offered by Grover’s algorithm becomes very significant.

Let's denote the input we seek by |x’). In other words, f(x") =1, but f(x)=0
for al other |x). So the task at hand, using Grover’s algorithm, is to find |x’). The
basic idea is we are going to create an input superposition state and rotate it into
[x") using the Grover operator G.

Following the usua procedure, we start with an initial n bit input state |0)®"
and apply H ®" to this state to generate superposition states. We define the state | )
to be a superposition of al possible states |x), meaning

) =7 > ) (9.57)

xe{0,1)"

This superposition includes the state |x’) so that
1 1
x = — x'|x) =
W) = > ) 7

xe{0,1}"

(9.58)

By excluding |x’) from (9.57), we can construct an othonormal basis set consisting
of |x") and
1

W)= —Zm—= 2 (9.59)
T xe{0,1), x X!

Now we define two operators. The first is

= > D90l = ) (D x)x] (9.60)
xe{0,1)" xef0,1)"
where
1 x=x'
L . 9.61
’ {0 otherwise ( )

is the Kronecker delta function. Next, using (9.57), we define
W =2y )y -1 (9-62)

If we split |¢) into two parts—the piece containing |x’) and the rest as defined by
(9.59)—we have

-1 1,
V) = o ') + ﬁlﬂ (9.63)
Hence
2" —1
(') = (9.64)

2n
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Inverting (9.63) so that |x) = v/2"|y) — /27 — 1|y'), we see that

WIx') = Q) (Y| — D2 y) — V2 —11y')
= 2V21 1) (YY) — V21 |¥) — 2427 = L|y) (y |y + V20 = 1Y)

(9.65)
= 2V2'y) = V2'1y) - 2¢2n——1\/§|w> +V2r 1Y)
Using (9.63) to substitute for |v) allows us to write
wivy = 22 Ly (3 -1)w (9.66)
We also find that
wiv) == (2 -1) )+ 22 1y (067)
Then, if we define the angle 6 as
sin 0 = @ (9.68)
Notice that (9.66) and (9.67) are a rotation, that is,
W|x') = —cos 6]x’) +sin 0]y’) (9.69)
W|y') = sin 6|x') + cos 6|y) (9.70)

If we apply the operator G =WU+, which is known as the Grover operator, we
obtain the more familiar form of a rotation, namely

G|x') = cos 0|x’) —sin 9]y) (9.71)

G|y')y =sin 0]x) +cos 4|y") (9.72)

The basic idea is that the Grover operator rotates the state |') into the state

we are looking for, |x’). It does so only atiny bit at atime, so we have to apply it
multiple times, say, m times. In that case (9.71) and (9.72) become

G"|x'y = cos mf|x’) —sin mO|y) (9.73)

G™" Y’y = sin mO|x’) + cos mO|y’) (9.74)
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If we see that m@ = x/2, then (9.74) tells us that the application of G™ to |/')
turnsitinto |x’), sincesin 7/2=1, cos 7/2=0. Hence G™|y') = |x') (m0 = 7 /2).
From our definition of 6 (9.68), the condition that must be met is

227 —1
sin 6 = =5 — (9.75)

Using the small angle approximation, (i.e., sin 6 ~ ) reduces this to

227 — 1
o~ S (9.76)

Using our observation that mé = /2 will swap the state into the one we want, we
know that the condition that must be met in order to find |x') is

22" -1

P T
m = m——- = —
2n 2

b4 2" T
= — ~ — 2”
=m 2 a1 4v

(9.77)

Therefore on the order of +/2" rotations—or applications of the Grover operator
G —are necessary to find the state |x').

EXERCISES

9.1. Using the matrix representation of the Hadamard gate

-5 )

write down the matrix H® H and find (H® H)(|0) ® |1)). Show that this is equiva-

lent to
\6) = (I0>:/L§|1)) (|O>J§|1>>

9.2. The Beam splitter gate has a matrix representation given by

=350
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Show that B generates superposition states out of the computational basis states |0)
and |1). In particular, show that

10 1 10 1
B ® B|0)|0) = (ll >j§| ))(ll >\/—;| ))

Show that two applications of the beam splitter gate on the same state, namely that
B(B|v)) act analogoudly to the NOT gate, giving the same probabilities of finding
|0) and |1).

9.3. Show that the matrix representation of HP(O)HP(¢) is given by

8 _jeitgn ¢
e""/2< cos §  —iel®sin 2)

_j sn ¢ i 0
LSII’]2 e COS2

9.4. Derive (9.17) through (9.19).

9.5. Quantum gates are universal in the sense that quantum gates can be designed
that do anything a classical gate can do. Design a quantum adder, a gate that takes
three inputs |x), |y), |20 and that has three output qubits |x), |X®Y), |Xy), where
X y), isthe sum and |xy) is the carry.

9.6. Consider a generalization of the qubit, a d=2"-dimensional system where the
guantum states are called qudits. A qudit system is more complicated but might be
considered because of the increased computing power. The computational basis for
a qudit is

The qudit Hadamard gate Hy takes the states

|0y) = Hyl0)
|1g) = Hyll)

0) + 1) +---+1d = 2) +|d — 1)
0) = 1) +---+1d=2) —1d-1)

(@) In d=4 dimensions, the computational basisis {|0),|1),|2),|3)}. Show that

Hy|0)

10) + 1) +12) +13)
Hq|1) =10

=10) — 1) +12) — I3)
and that H2|0) = |0), HZ|1) = |1) if the matrix representation of the Hadamard
gateis

1 1 1 1
11 -1 1 -1
Hi=311 1 -1 1
1 -1 -1 1
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In general,
Hylx) = =D*y)
\/_ Z
where
X Y=XYo D X1y1D - D Xp—1Yn—1
and

n—1

x—zx,Z’ y—Zyz . xye(0y

A function in d dimensions is constant if
fO®fH® - -®fd-1)=0
and it is balanced if

fODfL® - ®fd—1) ==

where @ is addition mod d = 2". Sarting with |vin) = |0)|1), generalize the Deutsch-
Josza algorithm to the input of two qudits with steps (b) and (c)
(b) Apply the qudit Hadamard gate to |vi,) = |0)|1) and show that

d-1
W) = Ha ® Hyl¥in) = Y (=1)’[x)[y)

x,y=0

(c) Using Ut | x y) =[x y @ f(x)), show that

Usly') (Z( 1)X|x)|1H

Finally, apply qudit Hadamard gates to the first set of qudits (leaving the auxiliary
qudit |14) alone). Then, if the state is all 0's, the function is constant. Otherwise, it
is balanced.

9.7. Derive the relation (9.67).
9.8. Consider the eigenvectors (9.52) and show that
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APPLICATIONS OF
ENTANGLEMENT:
TELEPORTATION AND
SUPERDENSE CODING

It is often said that entanglement is aresource in quantum computation and informa-
tion. This is because we can use entanglement to accomplish communications and
information processing tasks that would otherwise not be possible. In this chapter we
will explore two areas where entanglement can be used to do some rather unusual
tasks. The first of these, known as teleportation, is a procedure that allows one
party (Alice) to send a quantum state to her friend (Bob) without that state being
transmitted in the usual sense. By using entanglement, Alice and Bob can set up a
guantum communications channel that links them together in a quantum way via
the EPR paradox—allowing Alice to send her state to Bob in an almost magical
fashion. As we will see, however, faster than light communication isn’'t possible
using teleportation because it is still necessary for Alice and Bob to maintain a
classical communications link in order for teleportation to work.

In our second application of entanglement, we will look at superdense coding.
This is a procedure that allows us to send two classical bits to a party using only a
single qubit—demonstrating the power of quantum information processing.

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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TELEPORTATION

Anyone who has read science fiction or watched it on television is familiar with
teleportation—a device or process by which people can jet around the galaxy. The
basic idea is that you get scanned somehow, turned into energy, then beamed to
where you want to go and rematerialized.

While such a procedure is likely to remain in the realm of science fiction,
guantum mechanics does alow us to do something ailmost as magical. It alows
us to send a quantum state from one place to another without that state traversing
the space in between. Good thing Einstein wasn't around to hear about this. If
entanglement itself made him feel “spooky,” then teleportation is sure to be making
him turn over in his grave.

While teleportation seems to work almost by magic Einstein can breathe a
sigh of relief because specia relativity seems to step in to prevent faster than light
communication. To see how this works, let’s go through the basic formalism. The
task at hand is that Alice wants to transmit an unknown quantum state to Bob. Let's
denote the state that Alice wants to send Bob by |x). The state is a qubit:

Ix) = «l0) + BI1) (10.1)

By saying the state is unknown, we are saying we don’t necessarily know what « and
B are. All we assume is that the state is normalized, so |«|? + |8]? = 1. Teleportation
takes place in a series of steps. We begin by creating an entangled EPR pair.

Teleportation Step 1: Alice and Bob Share an Entangled Pair
of Particles

Alice and Bob create the entangled state

_ 104)(05) +114)[15) _ [00) +11)
V2 V2

Here we' ve decided that the first member of the pair belongs to Alice and the second
member of the pair belongs to Bob. Now Alice and Bob physically separate. Alice
decides that she wants to send the state (10.1) to Bob. She can do it by letting it
interact with her member of the EPR pair in (10.2).

|Boo)

(10.2)

Teleportation Step 2: Alice Applies a CNOT Gate

Let's begin by writing down the state of the entire system. It's a product stete of
the unknown state (10.1) and the EPR pair (10.2):

V)

00 11
%) ® |Boo) = (@[O0} + BI1) ® (M>

V2
(10.3)
o(|000) + |011)) + B(|100) + |111))

V2
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The first two qubits in this state belong to Alice, while the third rightmost qubit
belongs to Bob. So |011) indicates that Alice has a 01 in her possession while Bob
hasal.

Alice begins interacting her member of the EPR pair, which is the second qubit
in (10.3), with the unknown state—the first qubit in (10.3)—by applying a CNOT
gate. She uses the unknown state |x) as the control qubit and her member of the
EPR pair as the target qubit. Remember, if the control qubit is 0, nothing happens;
if the control qubit is 1, the target qubit is flipped:

|00) — |00y, |01) — |01), |10) — |11), |11) — |10) (10.4)

So, when Alice applies the CNOT gate to (10.3), the state becomes

l¥') = Ucnor 1Y)

_ a(Ucnorl000) + Ucno7|011)) + B(Ucnor]100) + Ucyor|111))
V2

_ «(]000y + |011)) + B(]110) 4 |101))

B V2

(10.5)

Teleportation Step 3: Alice Applies a Hadamard Gate

Next Alice will apply a Hadamard gate to the first qubit. Remember, a Hadamard
gate acts on the computational basis states by turning them into superpositions:

|0) + |1) [0) —[1)

H|0) = H|l) = 10.6
10) N 1) NG (10.6)
Let’s rewrite the state (10.5) a bit to make things a little clearer:
. «l0)(j00) +111)) = B[1)(]110) +|01))
_ 10.
v Nz + Nz (10.7)
So Alice transforms the state into
H|0)(]00) + |11 H|1)(]10) + |01
Wy = Hyy = © 10)(100) + | ))+ﬁ 11)(110) + 101))
V2 V2 (10.8)
W <|0) + |1>) (100) +111) , 4 <|o> — |1>> (110) + |01)) '
Ng VZ V2 V2

Remember, Bob is in possession of the third qubit.

Teleportation Step 4: Alice Measures Her Pair

The next step in the process is that Alice makes a measurement on both qubits in
her possession. First, let’s rewrite the state so that the state is written in terms of the
possible measurement results on the first two qubits. These possible measurement
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results are |00), | 01), | 10), and |11). So we can write (10.8) as

1
ly") = 5 [100)(@|0) + AI1)) + [01)(@[1) + A]0)) +|10)(«|0)
— A1) + [11)(«|1) — BIO))] (10.9)

If Alice measures |00), then the state collapsesand Bob has | x ) = «|0) + B|1) —
the unknown state that Alice wanted to send Bob in the first place—in his possession.
Next, if Alice measures |01), then Bob has the state «|1) + 8]0) in his possession.
But he can transform this into the desired state with the application of an X gate:

X (@) + B10) = aX|1) + BX|0) = a|0) + BI1) = [x) (10.10)

Suppose that Alice measures |10). The state in Bob's possession is then «|0) — B|1).
He can turn it into the desired state using a Z gate:

Z(a|0) — BI1)) = «Z|0) — BZ|1) = «|0) + BI1) = |X) (10.11)

Now, if Alice measures |11), the state Bob hasis «|1) — 8]0). This time Bob has to
apply two gates, and X and aZ

ZX(a|l) — Bl0) = aZX|1) — BZX|0) = «Z|0) — BZ|1)
= «|0) + B[1) = [x) (10.12)

So how does Bob know what to do? The answer is Alice gives him a call.

Teleportation Step 5: Alice Contacts Bob on a Classical
Communications Channel and Tells Him Her Measurement Result

At this stage of the game specia relativity surprisingly enters the game. Alice
has to somehow tell Bob her measurement result, and she has to do it using a
classical communications channel—a telephone, email message, radio wave, or
something— some mechanism governed by the speed of light limit. It's this nec-
essary step that prevents Alice and Bob from faster than light communication. But
security is maintained—Alice just calls Bob and for instances, says she got 01, then
Bob applies his X gate to obtain the state Alice wanted to send to Bob. Nothing
about that state is communicated over the classical channel—Bob can obtain it
because they shared an entangled EPR pair of particles.

The lesson here is that quantum information based communication can be
characterized by two key aspects—Ilocal operations and classical communications
(LOCC). That is, each party has two tasks:

o Performs local quantum mechanical (local unitaries) operations on their res-
pective states.

e Uses classical communication to communicate measurement results.

If classical communications is not used, then the state will appear totally random
to Bob.
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THE PERES PARTIAL TRANSPOSITION CONDITION

Teleportation continues to be an active area of study. For us, we can use it as a
vehicle to learn more tools in the toolbox of the quantum information theorist. We
begin by considering the Peres partial transposition condition, which allows us to
determine whether or not a given density operator represents an entangled state. An
arbitrary density matrix can be written as

pas =Y pijuli)(jl ® k)] (10.13)
i,j,k,l

The partia transposition of p is given by

pis =" prili)(jl @ k)] (10.14)
ijk,l

More specifically, if we have a state
1
M=ﬁ2wmmdm=mm
that is,
= 2 labilaby| (1015)
IOAB_Oll.j ajbi)\a;o; .
Then the partial transpose is given by
1
T,
Pas =~ Z laib;) (a;b;| (10.16)
ij

So we just swap the second qubits. For example, if we are computing the partial
transpose of a density matrix,

|01)(00| — |00)(01}, |01)(10] — |00)(11|, |01)(01| + |01)(01|

Why is this useful? If pT has any negative eigenvalues, then p is a density operator
of an entangled state. If the eigenvalues are al positive, then the state is separable.

Example 10.1

We know that the Bell state

_|01) + |10)
V2

is entangled. Show this using the Peres partia transposition condition.

| Bo1)
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Solution

The density operator is

02) + |10)> ((01| - <10|>
V2 V2

1
§(|01)(01| +|01) (10| + |10) (01| + [10)(10])

>
Il

|Bo1) (Borl = (

In the |00), |01), |10), |11) basis the matrix representation of this density operator is

0 0 00

o 2 1,
b= 2 2
11

0 = - 0
2 2

0 0 00

The partial transpose is found by swapping the B qubits in each term. Hence

p'B = %(|01>(01| +100)(11] 4 |11)(00] + |10)(10])

The matrix representation of the partia transpose is

1
0O 0 0 =
2
1
0O - 0 O
Tp _ 2
= 1
0O 0 - O
2
1
- 0 0 O
2
The eigenvalues of p’8 are {=}, 3, £, 1}. The presence of the negative eigenvalue = tells

us that this is an entangled state. Note that while the specific matrix representation of the
transposition p7B is basis dependent, the eigenvalues of the matrix are basis independent.

Example 10.2

In this example we consider a state that is obviously separable

_(10) = 11) 10) —11)} _ |00) —|01) — |10) + [11)
'W‘< 7 >®< 72 )‘ 2

Show that this is the case using the Peres partial transposition condition.
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Solution
The density operator is

p =1}yl

(IOO) —101) — |10) + |11)) ((OOI —(01] — (10| + (11|)
2 2

1
2(100)(00] — 100) (01| — 100)¢10f + |00} {11] — |01)(00] + |01)(01| +|01)¢10f — |01){11]
—110)(00] + |10)(01| + [10)(10] — [10)(11] 4 |11){00] — [11){01| — |11)(10] + [11)(11])

The partial transpose is

1
p'h = 2(100)(00] — 101)(00| — 00)¢10] + |01){10] — |00)(01 + |01)(01| +|00)¢11| — |01} (11|
—[10)(00] + |11)(00| + [10)(10] — |11)(10] + |10)(01| — |11)(01] — [10)(11| + |11)(11))

In this case the two operators happen to be the same. So

1 -1 -1 1
m_ll-1 1 1
4l-1 1 1 1

1 -1 -1 1

The eigenvalues of p”8 are {1, 0, 0, 0}. Since all A; > 0, the Peres partial transposition condition
shows that this is a separable state.

Returning to teleportation, it is possible for Alice to simultaneously transmit two unknown
guantum states to two parties, Bob and Charlie. Suppose that Alice wants to transmit the state

|¢1) = 1|0) + B1|1) (10.17)
to Bob and the state
|¢2) = a2|0) + B2|1) (10.18)

to Charlie. Alice must have two entangled pairs in her possession, sharing one EPR pair with
Bob and one EPR pair with Charlie:

[00) 4,8 + 111) a8

|Bays) = 7 (10.19)
100) 4,c + [11) 4,c
|Bayc) = % (10.20)
The state of the joint system of Alice, Bob, and Charlie is
[¥) = (cac2|00) + 12|01) + a2B1110) + B1B2|11))
(10.21)

1
®5(10000) +|0101) +|1010) + [1111))
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The four-qubit state in the second part of this expression is organized as |A1A;BC) so that the
first and third qubits represent the entanglement between Alice and Bob and the second and
fourth qubits are the entanglement between Alice and Charlie.

To simultaneously teleport the states (10.17) and (10.18), the unitary transformation

10 1 o0
1 (o1 0o 1

Use=—7lo 1 o 1 (10.22)
10 -1 0

is applied to Bob and Charli€'s qubits. This “locks’ the quantum channel. The state (10.21) is
transformed into

[¥') = (102|00) + 182|01) 4 a281|10) + B1B2/11))

1
® m(|oooo> + |0101) + |0011) + |0110) + |1000) (10.23)

— |1011) + |1101) — |1110))

Next Alice measures her qubits using the Bell basis (7.27) through (7.30). Based on her result,
which she communicates with a classical channel, Bob and Charlie perform local unitary oper-
ations using the Pauli matrices |, X, Y, and Z. However, they do not yet have the states they
need. They need to “unlock” the quantum channel by applying the inverse of (10.22), namely

10 0 1
1101 1 o0
t_
Ugc' = 110 0 1 (10.24)
01 -1 0

Example 10.3

Show that the initial state shared between Alice and Bob (10.21) is entangled, but that the
state shared between Alice and Bob after the channel has been locked (10.23) is a product
state.

Solution

We begin by writing down the density matrix of the system prior to locking. We look at the
state

[V) = (2102|00) + 182[01) + a21]10) 4 B12(11))

1
® (10000} +|0101) + (1010} + [1111))

We only need to concern ourselves with the second term:

) = % (10000) + 0101 + |1010) + |1111))
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The density operator is

1
0= l|o)p| = Z,(|OOOO>(OOOO| + |0000)(0101| + |0000)(1010| + |0000)(1111|
+(0101) (0000| + |0101)(0101| + |0101)(1010| + |0101)(1111]
+ [1010) (0000| + |1010)(0101| + |1010)(1010| + |1010)(1111]
+11111)(0000] + |1111)(0101] + |1111)(1010| + |1111)(1111])

To obtain the density operator to represent the joint state between Alice and Bob, we need
to compute the partia trace over the Alice—Charlie states. These are the second and fourth
qubits (A2, C). So we compute

payB = (001p]00) s, + (01| p]01) 4,c + (10]p]10) s, + (11]p]11) ac
This gives the reduced density operator

1
pays = (100){00] +100){11] +|11)¢00] + [11)(11])

100 1
_1lo o o0 o0
2o 0 0 0
100 1

Now we compute the partial transpose, which turns out to be

1
P'Bap = 5(100){001 + |01)(10[ + [10)(01] + [11)(11])

NI =
(el eNolN
(el e Ne]
oOoOr o
= O OO

The eigenvalues of this matrix are {=}, 3, 2. 2}. Since one of the eigenvalues is 5 <0, we
have shown that Alice and Bob share an entangled state prior to locking.

The state after locking is given by (10.23). We are concerned with the second term in the
tensor product

1
22

The density matrix this time is

|pr) = (/0000) + ]0101) + |0011) + |0110) + |1000) — |1011) + |1101) — |1110))

oL = |QL){PLl

Needless to say, writing this matrix down is a tedious exercise. There are 64 terms in the
expansion, you will have to take my word for it. After tracing out over the Alice—Charlie terms
(tracing over the A,C qubits, which are the second and fourth qubits), we obtain the reduced
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density operator:

1
Py, = 7(100)(00| + |00)(10| + |01)(01| — |01)(11| + [10)(00|

T4

+110) (10| — [11)(01] + [11){11)) (10.25)
10 1 0

_1fo 1 0 1

“2|1 0 1 0
0 -1 0 1

Its easy to see that the partial transpose gives the same matrix. The eigenvalues are { % % 0, 0}.
Since each 2; > 0, we conclude that the state is separable. Therefore the locking operation has
destroyed the entanglement between Alice and Bob.

ENTANGLEMENT SWAPPING

In an interesting extension of teleportation, we can cause two particles that have
never interacted to become entangled. This is possible, in principle, even if the
particles are light years apart.

Entanglement swapping begins with two EPR pairs. We label the qubits 1, 2,
3, and 4. Alice has qubits 1 and 4 in her possession while Bob has qubits 2 and 3
in his possession. Qubits 1 and 2 are entangled in the Bell state

_100)12 + [11)12

=—= 10.26
|Boo) 12 7 ( )
Similarly qubits 3 and 4 are entangled:
|00)34 + |11)34
= 10.27
| Boo) 34 7 ( )

The product of these two states is

|00)12 + |11)12> <|00)34 + |11)34>
V2 V2

|Boo) 121 Boo)3a = (

1

= §(|00)12|00>34 +100)12[11)34 + [11)12|00)34 + |11)12|11)34)

Now let's do some simple algebra. First we just rearrange the qubits in each
term so that we can write qubits 1 and 4 together and qubits 2 and 3 together:

1
|Boo) 121 Boo)3s = §(|00)14|00)23 +101)14/01)23 + [10)14/10) 23 + [11)12]11)34)
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Notice that

|00)14 + |11>14) <|00)23 + |11)23>

| Boo) 14 Boo) 23 = < 7 7

1
= §(|00>14|00)23 +100)14/11) 23 + [11)14/00) 23 + [11)14]11)23)

The product |Boo)12|Bo0)34 IS missing a few of these terms, but we can stick them
in there if we aso subtract them, giving

1

|Boo) 121 Boo)3s = §(|00)14|00)23 + 101)14/01) 23 + [10)14|10) 23 + [11)12]|11)34

+100)14/11) 23 + [11)14]00)23 — [00)14/11)23 — |11)14/00)23)

1
= §(|ﬂ00>14|ﬂ00)23 +101)14|01) 23 + [10)14]10) 23
—100)14/11) 23 — |11)14/00)23)

Similar algebraic tricks on the other terms can be used to show that in the end

1

| Boo) 121 Bo0) 34 = 5(|ﬂ00)14|ﬂ00)23 + |B10)14|B10) 23

+ [Bo1) 14l Bo1) 23 + |B11)141B11)23)

Remember, Alice has particles 1 and 4 in her possession. Now Alice performs
a Bell state measurement on particles 1 and 4. The possible results are, of course,
|Boo)14, |B10)14, |Bo1)14, and |B11)14, €ach with a probability of %1- Depending on
the measurement result that Alice obtains, Bob's system collapses into one of the
Bell state |Boo)23, |810)23: |Bo1)23, OF |B11)23. Now particles 2 and 3 are entangled.

Let's summarize the procedure. Alice and Bab create two entangled states.
Particles 1 and 2 are entangled together, and particles 3 and 4 are entangled together.
Alice has particles 1 and 4 in her possession, and Bob has particles 2 and 3 in his
possession. Bob carefully flies off to adistant land with his particles, and Alice does
a Bell state measurement on her particles. The state collapses and Bob’s particles
2 and 3 become entangled with each other. What is teleported here? Perhaps you
can say that the entanglement has been teleported. This procedure works even if
particles 2 and 3 have never interacted. To see the possible significance of this, add
a twist and say that Charlie takes particle 3 and goes off somewhere else before
the measurement is made. Alice does her Bell state measurement—now Bob and
Charlie share an entangled pair and can use it as a resource between the two of
them—so Bob can teleport a state to Charlie.
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SUPERDENSE CODING

Alice and Bob are once again living in separate places and Alice wants to send
Bob some information. This time Alice would like to send Bob two classical bits
of information, but she only has one single qubit to work with. She can accomplish
this amazing feat using a protocol known as superdense coding. Once again, we
begin with Alice and Bob sharing an entangled pair of particles. We aso agree on
acode: we let the Bell states |Byy) correspond to the classical bit string xy, where
xy =00, 01, 10, or 11. The system begins in the state

_100) + |11)
V2

where Alice has the first qubit in her possession and Bob has the second qubit.
Alice transmits the information to Bob, this time by actually sending Bob her qubit.
Depending on what bit string Alice wants to send to Bob, she first acts on the
qubit with a single-qubit quantum gate of her choosing. If she wants to send Bob
the classical bit string 00, then Alice leaves her qubit alone. Then the state stays in
its initial state (10.28), which we denote as the Bell state

|00) + |11)
V2

What if Alice applied the X gate to her qubit before transmitting it? Then the
state would become

) (10.28)

|Boo) = (10.29)

110) +|01)
— =

If Alice instead applies a Z gate to her qubit before sending it on over to Bab, the
state (10.28) becomes

(X Dly) = |Bor) (10.30)

|00) — 111)
Z®1 = = 10.31
(ZQ Dly) NG |B10) ( )
Finally, notice that if Alice applies theiY gate, the state is
. |01) — |10)
YQ®I =— = 10.32
(Y @ DY) NG |B11) ( )

After Baob gets the qubit from Alice, he does a measurement in the Bell basis
and finds one of |Boo), 1Bo1), 1B10), OF |B11). SO he obtains one of the classical
two-bit strings 00, 01, 10, or 11.
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Example 10.4

A W dstate is a three-qubit state of the form

1 , :
W) = 100) + +/ne'” |010) + v/n + 1|01 10.33
[Wa) m(l ) + +/ne'” |010) 1001)) (10.:33)

Consider the particular case of |W1) = %(|100> + |010) 4 +/2]001)). Show that if Alice takes
qubit 1 and Bob takes qubits 2 and 3, Alice can perform a loca unitary operation and send
Bob her qubit, which results in the transmission of two classical bits to Bob.

Solution

If Alice does nothing to her qubit, then when she sends Bob the first qubit he has the state
[W1) = %(|100) +1010) + +/2/001)) = |v/00) (10.34)
in his possession. Now suppose that Alice applies the X gate. The state becomes
XQIQIIW1) = %(IOOO) + 1110) + v/21101)) = [v/01) (10.35)
If instead Alice appliesiY, we have
Y © 1@ 11W1) = 5(~[100) +1010) + vZ00L) = y10) (1036)
Finally, suppose Alice applies the Z gate, giving
ZQ1I®I1IW1) = %(IOOO} —110) — v/21101)) = |y11) (10.37)
Notice that these states are orthogonal. For example,

(Yool Yor)

%((100| + (010] + +/2(001])(]000) + |110) + +/2|101))

1
2 ((110)(010)¢010) + (01 1){1|1){010) + (0|1} (0[O} (1[1))

0

This means that after Alice sends Bob the first qubit, he can distinguish among the states by
making a three-qubit projective measurement. With the agreed-upon coding protocol, Bob can
recover the two classical bits 00, 01, 10, and 11 when he obtains the measurement result |y oo),

[¥o1), [¥10), OF [11), respectively.
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EXERCISES

10.1. Supposethat Alice and Bob use the tel eportation scheme but don’t use classical
communication. What does Bob see? Sart with the state (10.9) and form the density
operator. Then trace out the first two qubits to obtain the density operator for Bob.
You should see that Bob sees a set of states that are all equally likely—so Bob sees
a completely random mixture.

10.2. Using the Peres partial transposition condition, determine whether or not the
state [) = 3(/00) + |01) + |10) — |11)) is entangled.

10.3. Determinewhether or not the state p = £(/01)+|10)) ® ((01] + (10)) + £|11)
(11] is entangled.

10.4. If you're brave, derive (10.25) from (10.23).

10.5. Consider entanglement swapping and suppose that Alice and Bob share the
two EPR pairs |810)12|B00)34. Alice does a Bell state measurement and measures
| Boo)14. Show that Bob's two qubits have become entangled and that they are in the

state | 810)23-

10.6. The GHZ state is the three-qubit state given by

|000) 4 |111)
7 .

Suppose that Alice takes the first qubit and Bob takes qubits 2 and 3. Show that this
scenario can be used for superdense coding.

IGHZ) =
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Secure communication can be accomplished through key distribution, a method by
which two parties who want to communicate privately share a key that is used to
encrypt or scramble a message. Later the key can be used to recover or decrypt the
message. Currently cryptographic keys are generated using mathematical algorithms
that are hard but not impossible to break. In contrast, quantum cryptography is
a method of key distribution that relies on the laws of physics to create a key.
While not 100% safe, quantum cryptography offers huge advantages over traditiona
methods.

Before we get into quantum cryptography, let's look at a toy example to see
how messages can be encrypted. Suppose that two parties, denoted Alice and Bob
as usual, want to share a private message. A trivial way to encrypt the message isto
generate akey k that is just a number used to scramble up the message. We can add
k to each character in the message, for example, converting a useful message into a
scrambled bunch of meaningless characters. Let's say that we are representing the
capital letters of the alphabet using a binary code. Since there are 26 letters in the
alphabet, and 2° = 32, we need at least five bits to encode the al phabet using binary.
If we start with the first four letters A, B, C, D as 0, 1, 2, 3, then we can encode

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.

239



240 QUANTUM CRYPTOGRAPHY

the letters in the following way:

A — 0000
B — 0001
C — 0010
D — 0011

If we just transmitted our message over a public communications channel (e.g.,
over a cell phone), then an eavesdropper (commonly denoted as Eve) might just
tap into the line and record our conversation. So how can Alice and Bob secure the
message? A very simple way to secure the message is to create a key k that we add
to each character before it’'s transmitted. Then the scrambled message is sent over
the public communications channel. When it reaches Bob, he subtracts k to decrypt
or recover the original message. If Eve doesn’t know the value of k, then Alice and
Bob get to share their private conversation. So, if the message is m Alice encrypts
it with the key k by creating the transmitted string t in the following way:

t=m-+k

To be specific, suppose that k =3 =0011. We add this to each character in a
given message. So the strings above become
A — 0000 — 0011
B — 0001 — 0100
C — 0010 — 0101
D — 0011 — 0110

That is, A~D, B—E, C—F, D—G for our particular encoding scheme. If Alice
wants to transmit the word BAD to Bob, she encrypts it using the key and obtains

E D G

This string is transmitted over the public channel. Eve taps the line and gets the
meaningless string of characters EDG and has no idea what Alice is talking about.
Bob, on the other hand, knows that he can decrypt the signal by subtracting the key

m=t—k

Now, if we always use the same key, then Eve can study the situation over time
and eventually deduce what k is, or maybe someone will find out what it is while
talking to Alice or going through Bob's hard drive. We can minimize the risk by
changing the key, maybe we change it every time we send a message, say. When
we regularly change the key we are using a one-time pad method.
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A BRIEF OVERVIEW OF RSA ENCRYPTION

Of course such a simplistic system is not used in the real world. More safeguards
are needed to ensure the security of our data, and one method that is very popular
is an encryption scheme called RSA. The basic idea behind RSA is to use two keys,
one that is public and one that is private. To decrypt a message you've got to have
the private key, and the security of the system is based on generating very large
numbers that are hard to factor. You would need to factor the numbers in order to
crack the system.

We begin by choosing two prime numbers, which we denote p and gq. A prime
number is a natural number p that is divisible only by itself and by 1. For example,
some small prime numbers are

2,3,57,11,19

The number 9 is not a prime number because it is divisible by 9, 3, 1. The number
13 is a prime number because its only divisible by 13 and 1. In RSA encryption,
very large prime numbers p>10'% are used, making factoring very difficult, if not
impossible. It turns out that factoring products of very large prime numbers appears
to be so difficult, in principle (meaning that it doesn't matter how fast or powerful a
computer we build), that it would take billions of years to factor them. But keep in
mind that this has not been proved, so it may be possible that someday an efficient
mathematical algorithm will be developed that could factor products of large prime
numbers on a classical computer. Regardless, Shor’'s algorithm can factor prime
numbers readily on a quantum computer—so other cryptographic methods will
have to be used (quantum cryptography) to secure messages.

Let's see how a simple RSA scheme might work. We begin with two large
prime numbers p and q and create their product, which we denote n:

n=pq (11.2)

Now we compute another product that some imaginative number theorists have
denoted the totient:

pn)=(p-@-1 (11.2)

Next, let 1 <e < ¢(n) such that the only common factor of e and ¢(n) is 1. We
generate the public key using n and e. To create the private key, we use

Je 1 mod ¢(n)
e

(11.3)

The private key consists of d and n. Notice that if we knew d, since we know e
(which is available on a public channel), we would be able to decrypt the message.
A quick aside for readers who aren’t familiar with the mod function. This is short
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for modulus, which is the remainder we get when we divide one number by another.
For example 7 divided by 5 is 1 with a remainder of 2

7=-5=1 R2
Thisis
7mod5=2

So the mod function just gives us the remainder of a division operation.
Returning to RSA encryption, a message m is encrypted in the following way:

¢ =m° mod n (11.4)
The intended party has the private key d in their possession. They can decrypt the
message, since

¢ = m¥ mod n (11.5)

Now it so happens that since n=pq,

d

m® = m mod p

m* = m mod ¢

Some results from number theory tell us that this means that

¢! =m mod n (11.6)

Example 11.1

Let's see how the RSA system works, in principle, by working an example with some
very small numbers. Let p=3, q =11, and show how we would encrypt and decrypt a message
m =6 using the RSA procedure outlined above.

Solution

First, we create the product
n=pq=(3)(11) =33
Next, we create the totient

¢=CB-111-1) = (2)(10) =20
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Let e > 1 such that e and ¢ =20 have no common factors except 1. The smallest number that
satisfies this criterion is e=3. To find d, we use (11.3) and find the smallest x such that

de=1+x¢

where d is a natural number. In our case we have

1+ 20x
- 3

d

The smallest value is x =1, giving

1420 21

d
3 3

7

The encrypted message that is transmitted for m=6is
¢ =m*modn = 6° mod 33 = 18

(the mod function is best computed using your favorite program like MATLAB). Alice transmits
this signal to Bob, who holds the private key d =7 in his possession. He decrypts the message
using

m=c? modn = 18" mod 33 =6

The RSA encryption algorithm works for many applications in the present day.
However, as we mentioned earlier, Shor’'s algorithm demonstrates that a workable
guantum computer can easily crack an RSA encryption scheme, since n=pg can
be readily factored. Is there a better way to encrypt messages? It turns out that
guantum mechanics shows us several ways.

BASIC QUANTUM CRYPTOGRAPHY

Quantum cryptography is a method that uses quantum mechanics rather than sim-
ple numerical algorithms to generate a secret key. This is known as quantum key
distribution, or QKD. To implement QKD, two communications channels are used
between Alice and Bob. This includes an ordinary public channel, which is just
an ordinary classical communications link—it could be the Internet, a cell phone,
or your home telephone. Encrypted messages are sent over this line. In addition
a second piece of the QKD puzzle is used—a quantum communications channel
over which the quantum key is distributed. In practice, thisis done using individua
photons in different polarization states. Quantum mechanics relies on a fundamental
principle of quantum theory—that measurement disturbs a quantum state. To learn
something about a key encoded as a quantum state, a measurement has to be made.
So if Eve taps into the line, she has to make measurements—disturbing the system
in such a way that Alice and Bob can detect her presence.
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The first type of quantum cryptography we will look at is called the BB84
protocol. It's named after its discoverers (Bennett and Brassard) and the year when
the protocol was first published. There are three key principles used in BB84 QKD:

1. The no-cloning theorem—quantum states cannot be copied. As a result Eve
cannot tap a quantum communications channel, copy the quantum states used
to create the key for herself, and send the originals down the line to Bob.

2. Measurement leads to state collapse. A key aspect of QKD is that different
bases will be used to create a bit string. When we make measurements in
one of the given bases, we will cause state collapse such that measurements
in the other basis are completely random. In other words, extracting some
information about the state disturbs the state of the system.

3. Measurements are irreversible.
To see points 2 and 3, notice that if the system isin the state
_ 1o+
V2

We make a measurement in the computational basis {|0),|1)}, and the original state
of the system is lost. Suppose we obtain measurement result 0. Then in the | &)
basis the state is now different than it was originaly:

I+

I+) +1-)
V2

There is only a 50% chance of finding | +) if we measure in the | +) basis—the
state has been irreversibly altered.

In the BB84 protocol we use the computational basis {|0),|1)} together with the
| +) basis to create our key. To review, these two bases are related using

O+iy L 10-1Y
2 NG

To create the key, Alice begins by randomly creating a string of 2n qubits. Each
qubit is created in one of the four states:

10) =

+) =

(11.7)

10), 11), [+), 1-)

Logical 0 can be represented by |0), |+ ), while logica 1 is represented by |1),
| —). Alice then sends the random sequence of qubits over the quantum channel
to Bob. Bob measures each qubit, but he does so randomly selecting the {|0), |1)}
basis or the | +) basis at each position.

We have two bases here, and Alice randomly selects what basis to use to create
each bit in the string. Based on ordinary probability arguments, you can see that
about n of the bits will be created in the {|0),|1)} basis and n of the bits will be
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created in the | £) basis. Alice and Bob compare notes, only telling each other
which basis was used at each position. When Alice and Bob use a different basis,
they discard that qubit. We call the key that results after discarding the bits where
Alice and Bob used different bases the sifted key.

Example 11.2
Alice creates an 8-hit string
[O) 1L +)10)[0) =) [4)]—)

If Bob randomly measures in the following order using the bases {|0),|1)}{|0), | }{| £ )| £ )} £)
10y,]1)] £ )| £ ), describe the bit string that Alice and Bob keep.

Solution

We simply throw out the bits where Alice and Bob used a different basis, numbering the bits
from 1 to 8. We have the following table:

Alice 0 1 0 0 0 1 0 1
Bits
Alice | {l10), 11} | {10), 11} | 1£) | {I10), 1)} | {I0),[1)} [£) [£) | %)
Basis

Bob {10), 11)} | {I0), 1)} | |+ |£) |£) {10), 11} | 1£) | 1£)
Basis

Match Yes Yes Yes No No No Yes | Yes
Keep Yes Yes Yes No No No Yes | Yes

The resulting bit string is created by keeping bits in positions 1, 2, 3, 7, 8 and discarding the
bits in positions 4, 5, 6. The sifted key is then

s = 01001

Once the sifted key is created, Alice and Bob need to check it for errors. Errors can occur
simply from the environment—causing bit flip and phase flip errors for example—or they
can occur because an eavesdropper has tapped the channel. If the error rate is too high, this
probably indicates Eve is listening in. In this case, Alice and Bob check the error rate, and
if it's above an agreed-upon threshold, they discard the key and start over. In Example 11.2,
let’s suppose that Eve had made a measurement on bit 8. There is a 50% chance she selected
the computational basis to make her measurement and a 50% chance that she selected the | £+ )
basis. Suppose that she selected the computational basis. Then

_19-m

=) 73
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When Eve makes her measurement, the qubit will be either in the |0) state or the |1) state.
Let'ssay it's |0). In the {1+ )} basis this can be written as.

I+) +1-)
V2

Although Alice prepared the qubit in the | —) state, when Bob makes his measurement,
there is only a 50% chance of seeing the correct result. If we include a large number of qubits
in our string, Alice and Bob can use this kind of behavior to deduce the presence of Eve. In
our example Alice knows she created the bit string

10) =

01001
But Bob has the bit string
01000

Noise on the quantum channel will also create errors. Quantum error correction can be used to
fix up those qubits.

AN EXAMPLE ATTACK: THE CONTROLLED NOT ATTACK

Suppose that Alice has the state

[04) + [14)
44y = —
) V2
Can Eve duplicate this state in any way? Let's suppose that Eve wanted to make a

state that gave the same measurement result for both Alice and Eve. What Eve can
do is start with the state |Og) and create the product state

[04)[0g) + 114)[0g)
0r) =
[+4) ® |0g) NG

Now watch what happens if Eve applies a controlled NOT gate to the state,
using Alice’ s qubit at the control bit and Eve' s qubit asthe target. The state becomes
104)10E) + 114)10k) N 104)|0g) + 114)11E)

V2 cN Nz

If Alice measures 0, we've got O for Eve. If Alice gets 1, Eve has 1. What happens
if the measurement is made in the | =) basis? Then we have

104)10) + 11a)11e) 1 |:<|+A>+|_A)> <|+E>+|—E))

V2 V1A NG

n (|+A>J§|_A>) <|+E>J§|_E>>]
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1 /1
=7 (E) (+al+e) + +a)l—E) + =) +Ee) + 1=a)—E)

+1+a)+E) — [+a)l—e) — =) l+E) + [—a)|—E)]

1
= E(H‘AH‘FE) + =a)=E))

Interestingly the correlation between Alice and Eve has been maintained! Eve's
qubit assumes the same value as Alice's qubit in both bases. Suppose instead that
Alice has

= 104 —114)
A 2

Does the correlation still hold? You can show that if we apply the same procedure,
we end up with the state

_ [+ —E) + |—a)+E)
V2

We see that Alice and Eve get opposite measurement results. But Eve doesn’t know
what state Alice had ahead of time—so her measurement results are meaningless.
Eve cannat, in general, form a product state with |Og) and apply a controlled NOT
gate to find out what Alice has.

[¥)

THE B92 PROTOCOL

We now give an overview of an updated QKD protocol that is a simplification of
the BB84 protocol. This time Alice and Bob use two nonorthogonal bases. As usual,
we use the computational basis for one of the bases and a basis that we denote |0'),
|1'). The basic procedure is the following:

1. Bob measures the qubits, randomly selecting the computational basis or the
|0'),]1') basis. Bob only measures using |0)(0] or |0'){0/].

2. Bab creates a key from the bit positions where he obtains |1) or |1) as his
measurement result.

3. Bob uses a public channel to tell Alice what bit positions he has.

The way this works is that if Alice creates a |0), and Bob measures in the compu-
tational basis, he abtains |0). If he measures in the |0'), |1') basis, he gets |1).

If Alice creates a |0'), and Bob measures in the computational basis, he obtains
|0'). If he measures in the |0'), |1) basis, he gets |1). Let's say that Alice creates
the following 8 bit string:

0)/0)0'}10)[0'}]0)[0)|0")
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If Bob measures using

0)]0')]0)|0)/0)|0)[0')|0')
The result is

0)1')]0)[0)[1)|1)[1'}|0)

Bob announces he is keeping positions 2, 5, 6, 7 for the key. Notice the differ-
ences when comparing this to the BB84 protocol. In BB84, Alice generates a key.
In this case, the key is generated when Bob obtains measurements results |1) or
|1'). Instead of the four states |0), |1), | +), | —) used to create the key, Alice only
uses the two states |0), |0'), a smplified procedure.

THE E91 PROTOCOL (EKERT)

The final method of quantum cryptography we will examine is due to Ekert and is
based on quantum entanglement. We create a Bell state, giving one member of the
EPR pair to Alice and the second member of the EPR pair to Bob. Suppose that
the state used for the EPR pair is

|00) + |10)
V2

Then we know that Alice and Bob will have measurement results that are completely
correlated. On the other hand, if the state used is

|01) + |10)
V2

then Alice and Bob will have measurement results that are perfectly anticorrelated.
Alice and Bob measure their respective qubits in randomly chosen bases. Then they
communicate over an ordinary channel and figure out on which bit positions they
used the same basis. They keep these bits to create the key.

Since the measurement results will be perfectly correlated or perfectly anticor-
related, it is easy for Alice and Bob to determine whether or not an eavesdropper is
present. Ordinary errors can be corrected using quantum error correction techniques.

In al cases of QKD, a refined key is created in a process known as privacy
amplification. Basically al this involves is throwing away qubits that Eve could
have attempted to measure. If the key originaly had 20 bits say, and Eve knew
something about 6 of the bits, the refined key is created by simply throwing away
those 6 bits and leaving a 14-bit key.

|Boo) =

|Bo1) =
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EXERCISES

11.1. Usethe RSA algorithm with p= 3, g =19, to encrypt and decrypt the message
m=42.

11.2. Consider BB84 QKD. Alice creates an 8-hit string
[N =)0 =) [4)]=)

Use a coin to randomly determine what basis Bob uses to measure each bit position,
and describe the resulting bit string that Alice and Bob keep.

11.3. Beginning with the state
=) = 104) — 14)
V2

let Alice form a product state with |Og). Show that after applying a controlled-NOT
gate, she obtains a correlation with Alice in the computational basis but not in the
| + )basis.

11.4. Alice generates a hit string |0')|0)|0)|0)|0)|0')|0)|0'). If Bob does measure-
ments |0')|0’)|0)|0)|0)|0)|0)|0'), what positions does he keep?






QUANTUM NOISE AND ERROR
CORRECTION

In the treatment of quantum theory we've used so far we have been looking at
closed systems. These are quantum systems that do not interact with the outside
world. That is, an idealized model. In reality, quantum systems interact with the
outside environment. The problem if that interactions with the environment can
introduce noise and cause errors. To deal with this and construct, for example, real
guantum computers and communications systems, we are going to need some kind
of error correction.

Before we get there, we are going to have to develop a mathematical formalism
to describe quantum systems that interact with the environment. We refer to systems
of this type as open systems. Open quantum systems are important for the following
reason: in an open quantum system, a pure state can evolve into a mixed state. The
downside of thisis that we need pure states to do quantum computation, and hence
this type of evolution into mixed states is undesirable. In this chapter we will
describe some of the formalism used to describe open quantum systems and then
discuss error correction techniques.

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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SINGLE-QUBIT ERRORS

At the most basic level, it can be said that the power of gquantum information
processing comes from the fact that quantum states can exists in superpositions. To
review, this means that while a qubit could be in the state |0) or the state |1), it can
also be found in the state

V) = «|0) + B11) (12.1)

where «, 8 are complex constants that satisfy |«|? + | 8|2 = 1. We have seen through-
out the book that the ability to work with superposition states (12.1) is what
gives quantum computers their power—quantum algorithms often begin by using
Hadamard gates to create superposition states to basically perform multiple eval-
uations simultaneously. Unfortunately, when a quantum system interacts with the
environment (we often say the system is coupled to the environment), superposition
can be lost. We call this process—whereby a pure state is turned into a mixed state
via interactions with the environment—decoherence and refer to states like (12.1)
where superposition is maintained as coherent states. The idea behind coherence is
that the amplitudes in (12.1) can interfere. To see this, we apply a Hadamard gate
to the qubit. Recall that

H|y) =aH|0) + BH|L)
(12.2)

() (05 (2o ()

Now, if the qubit is in the pure state

_ 10 +11)
1Y) = 73
then
Hl|y) = |0) (12.3)

The amplitudes have interfered to take |)—|0). Similarly you can show that if

10) — 1)
V2

then application of a Hadamard gate will cause the amplitudes to interfere and
take |)—|1). What happens in the case of mixed states? If a state is mixed (an
incoherent mixture; see Chapter 5), the amplitudes cannot interfere. Thisis easy to
see by considering the completely mixed state p = %(|0) O] + |11 = %I. Since
H?=1, we have HpH = JHIH = 3H? = 1. The amplitudes did not interfere
in this case.

V) =
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It turns out that we can describe the interaction of a single qubit with the
environment and hence single-qubit errors with the familiar operators |, X,Y,Z.
The identity operator, of course, represents no error at all. We can summarize the
effect of noise on a single qubit by saying that quantum noise acts on qubits via the
application of one of the operators |, X,Y,Z. Which operator is applied depends
on the state of the environment.

In the case of a classical bit, which can be 0 or 1, engineers are concerned
with bit flip errors. The physical details aren’t important for us, but we can imagine
some stray electromagnetic field causing a bit to change from 1 to O, for example.
A similar type of error can affect qubits, where we have |0)—|1) and |1)—|0). This
type of error is described by the X operator, which can be written as

X =10)(1 + [1)(0| (12.4)

We have already seen several times throughout the book that the application of
(12.4) to (12.1) takes the qubit to the state

V) — «l1) + BI0) (12.5)
In quantum systems, bit flip errors are not the only problem that we can encounter.
We can also have phase flip errors. Let xe{0, 1}. Then a phase flip error is one that
transforms a state |x) as

lx) = (=1)"|x) (12.6)

Looking at (12.6), we readily see that a phase flip error is described by the Z Pauli
operator. We recall that Zacts on a qubit in the following way:

Zly) = «|0) — BI1) (12.7)

The Y operators is related to a phase flip followed by a bit flip. In particular,
we have—iY = —|0)(1] + |1)(0|, which acts on a qubit (12.1) as

—iY|y) = a|1) — BI0) (12.8)

As mentioned above, (12.8) can be decomposed into a sequence of two errors—a

phase flip (as described by Z) followed by a bit flip (as described by X). It's easy
to verify that

—iY =XZ (12.9)

Later we will see how quantum error-correcting codes work on bit flip and phase

flip errors. Now let's see how we can describe the evolution of a quantum
system.
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QUANTUM OPERATIONS AND KRAUSS OPERATORS

We now turn to amethod of describing the dynamical evolution of a quantum system
that is quite general and lends itself to a description of the interaction between a
system of interest (the principal system) and the external environment. Suppose
that the principal system has a density operator p, and let ®(p) be a mapping that
describes the evolution of the system. This mapping acts on density operators p,
transforming them to new density operators p’:

p = d(p) (12.10)

We call the mapping ®(p) a quantum operation. We are already familiar with two
guantum operations—unitary (time) evolution of a closed system where

®(p) = UpUT (12.11)
and measurement
D(p) = M, pM,, (12.12)

Now let’s imagine a more general case where we have a set of operators Ag
that aren’t necessarily unitary. In this case we write a general quantum operation
d(p)as

k=1

We say that (12.13) is the operator-sum representation of ®(p). The Ay, which are
known as operation elements, can satisfy a completeness relation

S Al =1 (12.14)
k=1

When >/ _; AkA,f = I, we say that the operation elements are trace-preserving.
Later we will see that we can also have non—trace-preserving operation elements,
in which case Y /_; AkAZ < I. When p is a density matrix and the operation
elements are trace-preserving, then ®(p) is adso a density matrix, meaning (12.10)
is satisfied.

The first item of business in deriving the operator sum representation of some
guantum operation is to calculate the Ay. In the following we will denote the density
operator of the principal system by p and the density operator of the environ-
ment by o . Quantum computation (and closed system dynamics) evolves by unitary
operations—let’s say some unitary operation U. What we are imagining now is the
interaction of the principal system with the environment, during which the opera-
tion U is applied. After the interaction and application of U, we are interested in
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knowing the state of the principal system alone. We can do this by tracing out over
the environment. Hence

®(p) =TreU(p®0c)U") (12.15)

We can calculate (12.15) in the following way: First we denote the basis states of the
environment by |ex) and assume that the environment is in the state o = |eg)(€p|.
This assumption is justified because the environment can be “widened” until we
find it in a pure state. Continuing, we find that (12.15) becomes

(p) =Tre(U(p @)U =Y (ex|(Up @ aU")lex)
‘ (12.16)
= (el (Up ® leo) (eolUNex) = Y (ex|U lea)pleolUTlex)

k k
Comparison with (12.13) tells us that the operation elements Ax are given by

Ay = {ex|Uleo) (12.17)

The operation elements Ax are also known as Kraus operators. Note that the Kraus
operators act on the principal system.

Example 12.1

Suppose that the principal system and the environment are given by single qubits. The state

of the principal system is |) =«|0) 4+ 8|1) and the environment is in the state |0). A unitary

operation that describes measurement of principal system and discards the result is given by
U=PQI+P1®X

Here Po=0)(0] and P1=1)(1] are the usual projection operators. Find the Kraus operators
and write down the operator-sum representation as a matrix.

Solution

Since the environment is a single qubit, the basis for the environment is the computational
basis. For clarity, we will denote the basis states for the environment by {|Og), |1g)}. The Kraus
operators are then found by calculating Ao = (Og|U |Og) and A1 = (1g|U |Og). In the first case
we have
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Ao = (0g|U|Og) = (Op|Po ® I + P1 ® X|OF)
= (0| Po ® I10g) + (Og|P1 ® X|Of)
= Po(0£|0g) + P1(Og|1lE) = Po
Notice that when doing cal culations with terms like A ® B, the operator A acts on states of the
principal system while B acts on states of the environment. Hence we just let A pass through

and only consider the action of B when deriving the Kraus operator.
Continuing, we have

A1 = (1g|U|Og) = (1g|Po® I + P1 ® X|OF)
= (1p|Po® I10g) + (1£|P1 ® X|Of)
= Po(1gl|Og) + P1(1lpllg) = Py
Since P; = PJT, the operator-sum representation of this quantum operation is
@ (p) = PopPo+ PrpP1 =10)(0]p|0)(0] + |1)(1]p|1){1]
If |v) =«|0) + B|1), the density operator for the system is

p = Y)Y = (@|0) + BI1) (@™ (0] + B* (1)
= |a|?|0)(0] + ap*|0) (1] + *BI1) (0] + |B12I11) (1]

Hence
p10) = (l2[0)(0] + &B*|0) (1] + &* B11) (O] + |BI2]1)(L])[O)
= |al?|0) + a*BI1)
and
pI1) = (lee|?|0) (O] + aB*|0) (1] + o* BI1)(O] + |BI2(1)(1]) |1)
= af*|0) + |B°11)
So we have

Pop Po = 10)(0]p|0)(0] = [0)(0] (|or|*|0) + *B]1)) (O
= |e[?10)(0|
11)(1lpl2) (1] = 1) (1] («B*10) + |BI7I1)) (1]
= [BIP11(1

The operator-sum representation is then

®(p) = |[2|0)(0] + |82 (1]
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Since

on=()i 0= 9. wa=(o 9=

the matrix representation is

2

Hence this quantum operation describes the evolution of the system to

_ (|oe|2 aﬂ*) L (|a|2 0 )
P=\ep 182) 77 =0 182
We can also consider more complicated interactions with the environment that are unde-
sirable. Suppose that the environment is itself in a superposition state |¢g). In that case the
operation elements are given by
A = (ec|U|pr) (12.18)

We illustrate this with two examples.

Example 12.2

A qubit in the state |v) = «|0) + 8]1) interacts with an environment which is in the state

[0g) +|1£)
V2

The unitary operator that describes the coupling of the qubit to the environment is given by
U = e 9ZP®Zp)/2 where Zp is the Pauli Z operator acting on the principal system and Zg
is the Pauli Z operator acting on the environment. Find the density operator of the principal
system after the interaction.

lpE) =

Solution

First we know that the density operator of the principal system starts off as
p = la|?|0)(0] + af*|0)(1] + o BI1) (0] + |BIZ|1) (1]

To do this calculation, let's review how to find e *A|a) where |a) is an eigenvector of A.
If the eigenvectors of A have eigenvalues given by Aja) =a|a), then

e—iA|a> — e—ia|a>
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In the case of the Pauli Z operator, Z|0) =+ |0)andZ|1) = — |1). So
e—i9Z|O> — e—i0|0)’ e—i92|1) — ei0|1)
The Kraus operators in this case are given by

Ao = (Og|Ul¢E), A1={(1g|Ul¢E)

Now
Ul0g) = e /" #reZe/20p) = ¢~ ?0p)
Ullg) = e*i@(Zp@ZE)/2|1E> _ eiezp/2|1E>
Therefore
Ap = (OE|U|¢E) _ (OElU (w) _ (0E| <e*ie(ZP®ZE)/2|0E)\/_;e—i0(ZP®ZE)/2\1E))
. (efiez;:/zloE) +eiHZP/2|1£)> _ ie—iGZP/Z
V2 V2

and

10g) + |1F) _ 4| e—iQ(Zp@ZE)/2|0E)+efi9(ZP®ZE)/2|1E>
V2 B V2

= (1g| <eimZP/2|0E) +€i92”/2|1E)> — ieie)Zp/Z
V2

V2
The operator-sum representation is

Ay = (1g|U\¢E) = (1|U (

D(p) = Agp A} + A1pA]
The first term is given by

1 1.
AopAl = ﬁe*‘gzp/2|a|2|0)<0| +ap*|0)(1] + «*B11) (0] + |ﬂ|2|1)(1|ﬁel92/’/2

_ E (67192,,/2|0[|2|0) (0|6192p/2 + e*tQZp/Zaﬂ*|O)(1|6192,,/2
+e—iezp/2a*ﬂ|1)(0|eiezp/2+e—iezp/2|ﬂ|2|1)(1|eiez,,/2)
1 —i i —i * —i

= 5 (€721 ?10) (0le™"/2 + &7 e |0) 1]e /2
+ei0/2a*ﬂll><0|ei9/2+€i€/2|ﬂ|2|1)(1|€_i6/2)

(121?10)(0] + e ?ap*|0) (1] + e’a*BI1) (O] + | BI?|1) (1))

NI =
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And the other term is

1 . 1 )
A1pAl = ﬁe’”f’/2|a|2|0><0| + af*(0) (1] + a* B12) (0] + |ﬁ|2|1>(1lﬁe"92”/2

— % (eiezp/zlalzlm<O|efmzp/2 +eiezp/zaﬁ*lo)(llefioz,,/z+emzp/2a*ﬁ|1)
(Ole—iazp/z + eiezp/zlﬂ|2|1><1|e—mzp/2)
_ % (ei€/2|a|2|0)<0|e—i9/2+eie/zaﬂ*|0)<1lei9/2+e—i0/2a*ﬂ|1>
(Oleﬂ'e/z + e’m/zlﬂlzll)(llem/z)
= % (12210} (0] + " erp*|0) (1] + ™" BI1)(0] + | BI711)(1])
Adding these two terms together, we see that

p' = @(p) = (lz|0)(0] + cos HaB*|0)(1] + cos Ha*BI1)(0] + |BI*|1)(1])

Example 12.3

Suppose U = Cy, the controlled NOT operation. Find the Krauss operators and an expression
for ®(p) if the environment is in the state |¢£) = /1—p|0) + /p|1).

Solution

Recall that the controlled NOT gate acts on two qubits. If the control qubit is |0), then nothing
happens to the target qubit. On the other hand, if the control qubit is |1), then the target qubit is
flipped. We can write down an expression that will implement this operation in the following way:
If we write the composite state of the principal system and environment in the form |¢g)|vp),
an operator A®B is one where A acts on the environment and B acts on the principal system.

In the first case, to do nothing to the target qubit, we apply the identity operator. To pick
out the case when the first qubit is |0), we use the projection operator onto this state as applied
to the first qubit. That is,

0)O0I®I=P®I
will leave the second qubit alone if the first qubit is |0). In the second case, we can pick out
when the first qubit is |1) by again using a projection operator. This time to flip the bit, we
apply the X Pauli operator to the second qubit. The following will do the job
U®X=P1®X

The controlled NOT gate is implemented with the sum of these two operators:

Cx=PI+PX
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Remember, we just pass through operators that act on the principal system, The action of
Cx on |¢g) = vI=p|0) + /p|1) thenis

Cxlor) = (Po® I+ PL® X)(y/1— pl0) + /pI1)
= (/11— pl0)(00)] + /pIL(L1)X) = /1 — p|O) + /P L)X
Hence the Kraus operators are

Ao = (0p|Cx (V1 - plOg) + /PI1E) = (Oe|(/1— plO)I + /pI1)X) = /1— pl
A1 = (1g|Cx (V1= plOg) + /PI1E) = (1|1 = plOI + /PI1)X) = /PX

Then the operator sum representation is
®(p) = AopAg + A1pA] = (1— p)p + pXpX

If this operation represents noise in the system, it tells us the probability that nothing happens
to the state of the principal system is 1— p, while the probability of a bit flip error is p.

THE DEPOLARIZATION CHANNEL

Quantum noise is often described in terms of channels. The basic idea is that Alice
transmits a qubit to Bob. This is done through some communications channel with
noise or distortion.

Let’s extend the result in the last example to describe the following disagreeable
error: Imagine that there is a probability p that the principal system evolves into a
completely mixed state. That is,

11
— — =
P35

O NI

0
1
2

with probability p. Suppose that the probability that thereis no error, in other words,
that the system stays the same, is1 — p. Thisisknown as the depolarization channel .
What are the Kraus operators that can be used for the operator-sum representation
of the depolarization channel? To leave the system aone with probability 1 — p, we
just apply the identity operator:

A0=\/1—p1

To obtain the other Kraus operators, first recall that the density operator for a
single qubit can be written as

I+n-o

p= 2

(12.19)
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where 7 = nyX +n,J + n;Z is a unit vector. Expanding out (12.19) obtains
1
p = 5(1 +n, X +nY +n,Z)
Notice that
XpX = E(X +n XX +n, XYX +n,XZX) = E(l +n, X —nyY —n;Z)
We also find that

YoY == (I —n,X +nyY —n.Z)

NI NI

ZpZ =~ (I —nX —n,Y +n,Z)
Adding all three together, results in
3
XoX +YpY +ZpZ = EI

We are now in a position to write down the remaining Kraus operators. If

we take
P [P [P
1 3 ’ 2 3 ’ 3 3

p'=®(p) = AopAog + A1pA1+ A2pAz + AzpAs

Hence

=1-pp+ gXpX + gypy + %ZpZ

Aot 2(21) = ot tpi
= pr+3lzl)= p)p++pr3

This is the result we need: there is a probability p that the system will evolve into
a completely mixed state and a probability 1— p that nothing happens to the

system.

THE BIT FLIP AND PHASE FLIP CHANNELS

Now suppose that the environment is in the state |¢g) =|0g) and that it inter-
acts with the system qubit via the Pauli X operator, where we take |¢g)|vp) and
U=./pl®I+/1-pX ® X. This operator acts on the state of the environment
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in the following way:

Ul0g) = (I @ D|0g) + (vV1—pX ® X)|0g) = /p|Og)] +/1— pllg)X

We can derive the Kraus operators

Ao = (0£|UI¢r) = (0| (v/PIOE) + 1= plLs)X)

(12.20)
= /P(Oel0p)I + /11— p(Og|lp)X = /pl
Av= (1£1UIgE) = (L] (VPIOEN + V1= plLs)X)
(12.21)

= /P1elOp) ] + 1 - p(le|le)X = /1 - pX

which describe the following interaction: there is a probability p that nothing hap-
pens to the qubit, while there is a probability 1 — p that there is a bit flip error. The
quantum operation is

®(p) = pp+(1—p)XpX (12.22)

This quantum operation is called the bit flip channel . When there is a probability p
that nothing happens to the qubit, while there is a probability 1 — p that there is a
phase flip error, we have

Ao=Jpl, A1=1-pZ (12.23)

and the quantum operation
@(p) =pp+1—p)ZpZ (12.24)

This is called the phase flip channel .

AMPLITUDE DAMPING

Real physical systems lose energy. When describing a quantum system undergoing
energy dissipation because of some type of interaction with the environment, we
apply a quantum operation known as amplitude damping.

Amplitude damping describes a decay process. The example we will use is an
atom decaying from an excited energy state |1a) to the ground state |0a). When an
atom decays, it emits a photon, so the environment goes from |Og)— |1g). Suppose
that there is a probability p for the process |1a)—|0a) to occur and a probability
1 — p that the atom just staysin the state |14). This quantum process can be described
by a unitary operator U that acts as follows:
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U104)|0g) = [04)0g) (12.25)
Ul1a)|0g) = «/PI04)1E) + 1 — pl14)|0F) (12.26)

Equation (12.25) describes the situation where the atom and the environment are
both in the ground state—nothing happens. On the other hand, (12.26) describes
the decay of the atom and excitation of the environment with probability p together
with the atom remaining in the excited state with probability 1 — p. We can use this
information to derive the Kraus operators for this damping process but first let's
figure out what we can use for U.

Let’sintroduce two new operators called the ladder operators o ... The operator
o, takes the ground state to the excited state and gives zero when applied to the
excited state:

0100 =1), o.]1)=0 (12.27)

Sometimes this operator is called the raising operator. The operator o _ takes the
excited state to the ground state and eliminates or annihilates the ground state:

o_|0)=0, o_|1)=]0) (12.28)

Following previous examples, we can build U by looking at (12.25) and (12.26)
and using projection operators that project onto the appropriate state of the atom.
In the first case, (12.25), we want to project onto the |0a) state while doing nothing
to the environment. We can do this with

104)(0al ® 1 (12.29)

Looking at (12.26), we have two situations. In the first case, we start with the
atom in the |15) state and end in the |0p) state. This can be accomplished using
(12.28). Note that the lowering operator can be written as |14)(0al. On the other
hand, the environment goes from the ground state to the excited state, indicating
the need to use (12.27). This process occurs with probability p, so this piece of the
operator is

VP (114)(04]) ® (I0e) (1) = /po- ®oy (12.30)

Finally, with probability 1 — p, the atom stays in the excited state and the environ-
ment stays in its initial state. This is described by

VI=pllda @1 (12.31)

Putting (12.29), (12.30), and (12.31) together gives us the desired unitary operator
for this process:

U=104)(04l® 1+ /po_®os +/1—plla)(lal @1 (12.32)



264 QUANTUM NOISE AND ERROR CORRECTION

It acts on the initial state of the environment as follows:

U|0g) =104)(04] ® (I|0g)) + /po— ® (04|0g))
+ /1= p|1a){1al ® (110%)) (12.33)
= 104)(04| ® (10£)) + /Po— @ (I1£)) + V1= pl1a)(14] ® (10&))
So the first Kraus operator is
Ao = (0g|U|Og) =104)(04| ® ({(O£|0g)) + /Po— ® ({(Or|lE))
+/1= pl1a){14] ® ((0£|0g)) (12.34)
= 104)(0al + V1= pl1a)(14]

In matrix form, using the {|0a), |1a)} basis resultsin

Ag = (Cl) \/10_—p> (12.35)

The other Kraus operator is

A1 = (1g|U|0g) = [04)(04| ® ((1£10g)) 4+ /po- ® ((1£]1E))
+v1-plla)(1al ® ((1£]0E)) (12.36)
= Jpo- = /pl04) (14l

The matrix representation is
0
Ay = (o \{)ﬁ) (12.37)

In the next example we consider amplitude damping of a harmonic oscil-
lator. For those not familiar with the harmonic oscillator of mass m, the total
energy is

2 1
E = L + = mw’x?

12.38
om T3 (12.38)

In quantum theory the harmonic oscillator is studied using the annihilation operator
a and creation operator a', which are defined as

1 mw 1 t 1 ( mo 1 )
a=— —x+i , a4 = — —x+1i 12.39
ﬁ( z mha)p) NAUN RN B
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These operators obey the commutation relation
[a,a']=1 (12.40)
Using (12.38), we can write the Hamiltonian as

1 1
H=aTa+§=N—|—§ (12.41)

where we have introduced the number operator N =ata. The eigenstates of the
number operator are

N|n) = n|n) (12.42)
In addition
a'lny =vn+1n+1), aln)=+nln-1) (12.43)

The states |n) =|0), |1), |2), ... give the different energy levels of the system. Note
that a|0) = 0. Therefore |0) is the lowest energy or ground state of the system.

The harmonic oscillator can be used to model modes of the electromagnetic
field, and to construct a quantum computer. In the next problem we consider a
guantum system a interacting with an environment r where both the system and
the environment are harmonic oscillators (for example, the environment could be a
heat reservoir). This is a more complicated example of amplitude damping.

Example 12.4

A quantum system given by a harmonic oscillator a interacts with the environment r, which
is also a harmonic oscillator. If the interaction between the system and the environment is
described by the Hamiltonian

H=a'r —I—rTa

find the Kraus operators.

Solution

First let's set up some notation. Let the number states of the system be denoted by |n,) and
the states of the environment by |n;). We will calculate the Kraus operators A = (k;|U |O;).
Note that since the states of the system range over al of the nonnegative integers, there will be
an infinity of Kraus operators Ag, A1, Az, . ... So our goal is to derive an expression that gives
the kth Kraus operator. Starting with the Hamiltonian H = (a'r +rTa), the interaction will be
described by the unitary operator U = exp( — iHt).
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We will need severa mathematical facts to derive what we need. First, note that for
operators A and G,

& A
G Ae = Z o C, (12.44)
n=0 "

where the C, are operators defined recursively with Co = A, C1 =[G, Co], C2 =[G, C1],
and so on. We take G =a'r +rta and A = —it, and we have

Co=r
C1=[G. rl=[a"r +rTa,r)=alr'.r] = —a

Co =[G, Ci] = —[a'r +rTa,al = rla,a’] = r

This alows us to write

=0 even o add)
which is nothing other than
UrU" = rcost +iasint (12.45)
A similar exercise shows that
UaU" = acost +irsint (12.46)
Now, since UTU =UU T =1, we can write
vrut =urirl ... 1yt = uruturut - Urvturut = (UruhHF (12.47)

Using (12.45) together with the binomial theorem, which tells us that
( + )n _ i n 1 . n—l
XTyr = £ 115y

we find that

k
UrU" = (r cost +ia sinn)* =) " cos” ¢r"(i sin 1) "ak " (12.48)

m=0

We are now in a position to derive the Kraus operators. The closure relation for the number
states of a harmonic oscillator (the principal system a in this case) is

1= Ima)(mq (12.49)
m=0
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So we can write

Ay = (Z |na><na|> Ay = (Z Ina)(na|> Ay (Z |ma><ma|>

= Z [ng)(mal(ng| Axlmg)

Ng,Mq

We use A¢ = (k¢ |U |O) to rewrite this expression as

Ap = Z [na) (mal{na|(k,1U0) Img)

ng,Mq

Now consider that

rk

Ta

Using this expression together with (12.47), (12.48), and (12.50), we arrive at

(kr| = (Or|

Ay

Z [na) (mal(nq|{k-|U |0, ) |mg)

ng,mq

rk

N

> Ina)(mal(nal (O]

ng,mq

U|0,)|myg)

k
> |na><ma|<na|<o,~|UUT%U|o,~>|ma>

ng,mq

Since UrU T =r cost +iasint, it follows that U frU =r cost —iasint. Therefore

k
Av= ) |nu><ma|<nu|<o,|UU*&ﬁU|or>|ma>

ng,mq

—iasnnk
S bad mal g 0,10 S 1SN g

Jk!
ng,mq k!

Referring the binomial theorem, we write

k
Ay = Z |na>(ma|(na|(0,|% (Z (Cos;)lrl(_isint)k—lak—z) 10,) )
* \/=0

Ng.,Mma

267

(12.50)

Now we use the fact that r|0;) =0. Hence the only term in the sum that contributes is

when | =0, and this becomes

U .
Av= ) Ina) (mal(nal{0| == (=i sin 0*a*10,)Imy)

Na.Ma
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Let’'s consider ak|my). Some algebra gives

Lk|m>_\/ma(ma_l)---(ma_(k_l))lm — k)

«/H a)l = «/IF a
_\/ma(ma_l)---(ma_(k_l)) \/(ma_k)! k
= s — 01 |mq — k)

ma! _ mey
::‘l zTE;;;j:—%ST|”1a —k) ——‘l ( k )|n1a — k)

Putting this together with our previous result, we have

A=) (”,’j)(—isinz)k<na|<or|U|or>|ma = k)lna) (mal

ng,mgq

We can then repeat the process, this time applying UaU T = a cost + ir sint. First we have

Na

(nq| = (04 ;
ng!
Hence
(nal(0-|U10,)Img — k) = (0410, | U|0,)|mq — k)
J_
= (0,01 UUT 4= U0, m, — k)
ng!
(a cOst —ir Sint)"a
= (Oal(orlU T |Or>|ma — k)
ng,!
= (0,1(0,|U —==" “(cos 1) 'a"a"1(i sin 1)'r|0,)|ma — k)
pd?

Once again, we have
r|0,) =0

So the only term in the sum that contributesis | =0, and thus
(0,140, |Ui i(Cost)”"_la”"_l(iSint)lrllo Ymg — k)
via! 175

= (04](0,|U —=(cos1)"*a"*|0;)mq — k)

1
Vina!

Next we use
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together with (04](0;|U = (04(0r| to write

A = Z ‘/ ( i Sin 08 (na|(0-1U10,) I — k) ng) (mal

2 (",ﬁ“)(—is‘nt) (0,10, |UJ1_(cosz)"ﬂ a"*10,) mq — K)lng) (mq|

na,mq Na

‘/ ’”“ ,/ ’"“ < i sin 1)¥(cos 1) (0,10, 110,) [my — k — na)lng) (my|

Since (0|0 =1, thisis just

/ ’"a / < i sin 1)*(cos 1) (0yllma — k — na)lng) (mal

Now we use the fact that

(Oa lmy, —k —ng) = SO,m—k—n
=>m—k—-—n=0

Then we have n =m —k, and therefore

’Z) /(Z - i)(—i sin H*(cos 1) K m — k) (m|
= <’Z>(—i sin 1)¥(cos 1) *|m — k) (m|

Looking at the term |m — k), we see that the smallest term we can have ism — k =0. The sum
becomes

A=) (ll?)(—i)"(sin 0 (cos )" m — k) (m|
m=k

If we let y =1—cos?t, then we obtain the final expression for the Kraus operators for the
interaction between two harmonic oscillators

=2 (rg)(—iN(sin D/ (cos )2 =B|m — k) m]
m=k

=3 ()i - o 07 oo i —
m=k

= (’,’j)(—i)W(l — )" R im = k) m

m=k

where |m — k) and (m| are states of the system (with annihilation operator a).
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PHASE DAMPING

Phase damping is a quantum process that involves information loss, but unlike
amplitude damping, it does not involve energy loss. Specifically phase damping
involves the loss of information about relative phases in a quantum state. During
phase damping the principal quantum system becomes entangled with the environ-
ment. Of course, this is undesirable if we are trying to use the quantum system to
perform quantum computing.

To illustrate phase damping, we consider a qubit with density matrix
p = i Z interacting with the environment, which can assume three states:
[0g), |1g), and |2g). We assume that the environment is initidly in the state |Og).
A unitary operator U generates entanglement between the principa system and the
environment in the following way:

Ul0)|0g) = v1— pl0)|0g) + /PI0)|1E)
UlDI0g) = v1—pID)I0g) + /pI1)|12E)

Since there are three states of the environment, we need three Kraus operators.
These are

Ao=+/1—-pI (12.51)
A1 =/pl0)O| (12.52)
Az =/pID(1 (12.53)

The quantum process is then

, T t t a 1-p)b
p =@(p) = AopAg+ A1pA; + A2pA, = ((1 — D) d (12.54)

where we used the matrix representations of (12.51) through (12.53) together with
p = <Z Z) as the original density matrix. If this operation is carried out n times,

then
a 1-p)"b
P ((1— pre d )

Now, if the probability p=T At and n =t/At, we have

lim (1= p)* = lim (1 = TAp//A = Tt
At—>0( p) At—>0( ) ¢
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So the density matrix becomes
(4 ePY exponentially decays (¢ O
o e Tl d p < y ay 0 d

The terms b and ¢ go to zero, leaving only the terms along the diagonal. All
information about the relative phases in the origina state of the principal system is
lost. This is phase damping.

Example 12.5

Consider a system—environment interaction that leaves the system unchanged and applies the
rotation gate

cos sin o
2

R,(0) = 9
sn — cos —

2

to the environment if the system is in the state |1). If the system is in the state |0), the
environment is unchanged. Let the initial state of the environment be |¢pg) = |Og).

Solution

The interaction described in this example is a controlled-rotation gate, with the principal system
playing the role of the control qubit and the environment playing the role of the target qubit.
First note that

cos o sin o
2 T 2ln 0 6
Ry (9)0r) = 0 0 (0) = Cos §|OE) +sin §|1E)
sin 3 cosé

The unitary operator that will do what we need, taking the system as the first qubit and the
environment as the second qubit, is given by

U=100(0|® I+ |1)(1| ® R,(H)
So we have
Ao = (0£|U|0g) = (0£[(10)(0] ® I + |1){(1] ® Ry (6))|0F)

0 )
= 10)(0I(0£|0g) + [1){11(Og| (COS 510£) +sin §|15)>

= 0)(0] + cos 1)1
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Next we find that

A1 = (1£|U|0g) = (1£[(10)(0] ® I + |1)(1] ® Ry(6))|0g)
0 )
=10)(0I(1£10g) + [1)(1I{1g| (COS 510} +sin EI1E>)

0 )
= din 5 |1)(1/ = 0)(0] + J1- cos 1)1

If we define the probability p by p=cos6/2, the matrix representations of these
operators are

(b ) nelb )

The quantum operation described here is an example of phase damping. Given an arbitrary
density matrix,
_f(a D
P=\¢ a

the off-diagonal terms c, d are damped by this operation:

p' = AopAg+ A1pA]

(0 P62l w06 u=)

B <Jap_c ﬁ) <Jla——pc ﬁs) = <(ﬁ+ T W F)b)

Now we see why this is an example of phase damping. For the right value of cos6/2, the
off-diagonal terms b and ¢ will get vanishingly small. Applying the operation many times will
result in their vanishing completely from the resulting density matrix.

QUANTUM ERROR CORRECTION

So far we've seen that interaction with the environment can produce a lot of unde-
sirable effects on a qubit. To deal with this unavoidable fact, we need to develop
error correction techniques before we can construct a useful quantum computer. As
we will see later, quantum mechanics does not allow you to duplicate or copy an
unknown quantum state because of the no-cloning theorem. So we are going to have
to come up with more clever error correction schemes rather than simply making
multiple copies of our information—something we cannot do. Our first look into
error correction will involve a look at decoherence.

Decoherence is the loss of coherence in a quantum system due to interactions
with the external environment. Using qubits, we can model decoherence by the
introduction of a relative phase. Specifically |0)— |0) and |1)—€'?|1). Therefore an
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arbitrary qubit |v) = «|0) + B|1) is transformed in the following way:

l¥) — a|0) + € BI1) (12.55)
For example, if
10+ 1)
lyr) = 7

then the density matrix is transformed according to

1711 1/1 e
-3 )

This type of model used for coherence is called collective dephasing. Clearly, such
transformations induced by the environment are not desirable. We can get around
this problem, however. First, the important thing to remember is that an overall
global phase (a phase that multiplies all terms in a superposition) has no effect on
the predictions of measurement results. A relative phase, that is, a phase that only
multiplies a single term in a superposition, does change predictions about possible
measurement results. Hence the introduction of a global phase is irrelevant, but the
introduction of a relative phase, what we have in (12.55), is problematic.

We can get around this problem with a little trick, a mapping to what is called
a decoherent free subspace. This is done by introducing logical qubits, which are
denoted by |0 ),|1.). The qubits we have been using all along are physical qubits, so
they are the states of actual physical systems such as the energy levelsin an atom or
the spin state of an electron. The two logical qubits are defined in the following way:

10)]1) —i|1)|0) 1) = [0)]1) + ]1)]0)
2 V2

Notice next what happens when we introduce decoherence using the collective
dephasing mode!:

10,) = (12.56)

|0)e’®|1) — ie'?|1)|0) i010)[1) —i[1)|0) 0
0L) — =’ ———— =¢"|0;)
Ng) V2

i0 . i0 -
) - |0)e |1)j§l€ [1)10) zei9|0)|1)j§l|1)|0) — %|1,)

Each logical qubit has been atered by an overall global phase €. Now the best
part of thisis that since each logical qubit is atered by the same global phase, an
arbitrary logical qubit is unchanged by decoherence

Y1) = al0r) + Bl1L) — e“al0r) + e Bl1L) = e yy)

There is no change in the state whatsoever.
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In this chapter we have seen that there is a large class of errors that can
effect qubits—for example, bit flip and phase flip errors. While we have addressed
decoherence with the introduction of the decoherent free subspace, there are a
lot of problems that we have not dealt with. Error correction schemes known as
Calderbank-Shor-Seane, or CSS codes, have been developed to deal with bit flip
and phase flip errors. We will focus on one particular error correction scheme known
as Shor’s nine-bit code. This is based on a simple idea, to deal with errors that are
inevitable in the real world and make the system redundant. Like we did when
creating the decoherent free subspace, we will define logical qubits, but this time
the logical qubits consist of three physical qubits. The logical qubits are

|0.) =1000), 1) =111) (12.57)

Let’sconsider an arbitrary logical qubit [) =«|0.) + 8]1.) = «|000) + £]111).
It is possible that nothing happens to the state—that is, there are no errors at al.
This operation is, of course, described by the application of the identity operator to
each physical qubit:

(I ®1® DY) =«al000) + B|111)
We can carry this procedure further and figure out how to represent bit flips and
phase flips.
Considering bit flips first, we suppose that we can flip the first qubit, the second

qubit, or the third qubit. Bit flips, as you recall, are represented by the application
of the Pauli operator X. Hence to flip the first qubit, we have

XQIRDY)=a(X®1QI1)000)+ (X ® I ® 1)|111) = «|100) + B|011)
Similarly flipping the second and third qubits, we have

I®XQ DY) =a(l ®X®I)000)+ (I ® X ® I)|111) = «|010) + B|101)
IRI®X)|Y)=a(l ®I® X)|000) + (I ® I ® X)|111) = «|001) + £|110)

How do we correct for such errors? This can be done using a quantum circuit
that basically works in two steps:

o Figure out which error occurred.
o Use a unitary transformation to fix it.

By using the correct unitary operations, it turns out that we can do the first step with-
out in any way damaging the superposition of the logical qubit state. For example,
let’ s suppose that the second qubit was flipped giving

«|010) + 8]101)
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To detect the error, we first form the product state
(«]|010) + 8]101))|00) = «|010)|00) + B|101)|00) (12.58)

We refer to the extra qubits as ancillary qubits. We pass the entire state through
a series of five controlled NOT gates, and then measure the ancillary qubits at the
end. The ancillary qubits will encode the position of the error for the first, second,
or third qubit as binary 01, 10, or 11. The result of the two ancillary bits is known
as the syndrome measurement.

Step One
Passing (12.58) through the first controlled NOT, we take the first qubit as the
control bit and the second ancillary qubit as the targe bit. The state becomes

«|010)|00) + B]101)|00) — «|010)|00) + B|101)|01) (12.59)

Step Two
Now we pass (12.59) through a controlled NOT, using the second qubit as the
control bit and the second ancillary bit as the target. The state becomes

«|010)|00) + 8|101)|01) — «|010)|01) + B|101)|01) (12.60)

Step Three
This time the control qubit is the second qubit, while the target is the first ancillary:

«|010)|01) + B|101)|01) — «|010)|11) + B|101)|01) (12.61)

Step Four
Now we transform (12.61) by passing the state through yet another controlled-NOT
gate. This time the control bit is the third qubit, and the target is the first ancillary,

giving
«|010)|11) + 8|101)|01) — «|010)|11) + B|101)|11) (12.62)
Step Five

Finally, we apply one more controlled NOT, using the first ancillary bit as the
control bit and the second ancillary bit as the target, giving

«|010)|11) + B|101)|11) — «|010)|10) + B|101)|10) (12.63)

The ancillary qubits are measured, giving 10. This tells us that the error is in
the second qubit. The superposition of the state has been maintained throughout
the procedure, since the qubits of our state were only used as control bits in the
controlled NOT gate.
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We can fix the error with an X gate, by applying it to the qubit which has been
flipped, giving

(I ® X ® I)(ce|010) + B|101)) = «|000) + B|111)

The original state has been recovered.
We can also detect single bit flips using the following projection operators:

Po = |000)(000] + [111)(111]
Py = |100)(100| + |011)(011]
P, = |010)(010| + |101) (101
P53 = |001)(001] + |110)(110]|

(12.64)

Measurement of the four projection operators reveas where the error is and does
not alter the state. Suppose that a bit flip has occurred on the second qubit so that
|¥) = «|010) + B|101). Its easy to see that

(Y| Poly) =0
(Y|Py) =0
(12.65)
(Y|Py) =1
(Y|Psly) =0

To correct phase flip errors, we can again use a three-qubit code to encode
logical states. Thisis done using the | +) basis instead of the computational basis.
We generate a logical qubit that takes «|0) + 8]111), and then apply Hadamard
gates to each qubit. The result is the state a| ++ + ) + 8| — — — ). If the state has
been altered by a phase flip, say, on the second qubit, it will now be «| + —+) +
Bl —+ —). We can invert the process by applying Hadamard gates again, which
converts this to «|010) + $]101). Now we can use the procedure developed in the
last section to recover the original qubit, «|000) + £]111).

The price we pay is that we can’t correct bit flip errors in this case. To be
able to correct both types of errors, we need a modified approach, which is Shor’s
nine-bit code. We begin by defining two more states, that we will call the up and
down stetes:

_1000) + [111) _|000) — |111)
= 7«/5 , = 7«/5
What the up and down states do is combine the bit flip error correction scheme

we described in detail with the phase flip correction scheme that uses the | + ) basis.
A physical qubit «|0) + B|1) is encoded as

(12.66)

I 1) | )

|t + B (12.67)
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where we have defined the logical qubits

0z) = 1111), 1) =) (12.68)

All together, there are 27 different errors that can occur with a bit flip or phase
flip on each of the nine physical qubits used to create the state (12.67). Notice the
effect of any single phase flip on the basis states (12.66) is the same. For example,
we can phase flip the second qubit, giving

|000) — |111) _|000) + |111)

I®ZQIIT) = 7 =), I®ZRI])= 7

=1

The correction procedure is then just a generalization of the error correction
methods we've described so far. We can detect errors on single qubits by pro-
jecting onto the appropriate subspace and then applying the corresponding unitary
transformation to get back to the original state.

EXERCISES

12.1. Show that the matrix representation of Cx = Po®I + P1®X is given by

1000
0100
Cx=1000 1
0010

12.2. The environment isin the state

oo+ L
l9E) = 3|)+\/§|>

What is the probability that there is a phase flip error on a principal system with
density matrix p?

12.3. Let n = n,x +nyy + n,z. Noting that we can write any density operator on
qubits as

405
F="

show that

3
XpX +YpY + ZpZ =1
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12.4. Consider a system—environment interaction that leaves the system unchanged
and applies the rotation gate

e—i6/2 0
R (0) = ( 0 eie/z)

to the environment if the systemisin the state | 1). If the systemisin the state |0), the
environment is unchanged. Let the initial state of the environment be |¢g) = |Og).

12.5. Show that if the state of the environment is |Og) and U = ,/pI ® I +
J1-pX ® Z, thisis the phase flip channel (12.24).

12.6. Consider phase damping and derive (12.51) through (12.53).

12.7. Verify that if the third qubit in a logical state has been flipped so that the state
is «|001) + B]110), the algorithm described in (12.59) through (12.63) will reveal
that the third qubit is flipped by setting the ancillary bits to 11.

12.8. What result isreturned for the ancillary bitsin the bit flip correcting algorithm?



TOOLS OF QUANTUM
INFORMATION THEORY

In this chapter we consider several important aspects of quantum information theory
that are important for a thorough understanding of quantum computers. First we
discuss the no-cloning theorem, which shows that you cannot make copies of an
unknown quantum state. After recognizing this fact, we see how to measure the
closeness of two states to each other. We will do this by looking at trace distance
and fidelity. We can characterize the amount of entanglement in a state by looking
at the concurrence, and we can determine the resources needed to create a given
entangled state by calculating the entanglement of formation.

We conclude the chapter by considering how to characterize the information
content in a state. This is done by calculating entropy.

THE NO-CLONING THEOREM

A routine task performed in information processing is making copies of data. We take
it for granted that we can make as many copies as we like of something—whether
it'saword processing file or abit of music. As we have seen, the remarkable power
of a quantum computer comes from the fact a qubit can exist in a superposition
[v) = «|0) + B|1). Given this fact, can we make an exact copy of an arbitrary qubit?

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.

279



280 TOOLS OF QUANTUM INFORMATION THEORY

It turns out the answer is no. This result, which we state below, is known as the
no-cloning theorem, and it was derived by Wooters and Zurek in 1982.

Consider two pure states |y) and |¢), and suppose that there exists a unitary
operator U such that

Ulv) @ 1x) =1y @ ¥) (13.1)
U(lg) ® [x) = 19) ® |¢) (13.2)

for some target state |x). We take the inner product of the left-hand side of (13.1)
with the left-hand side of (13.2) and use the fact that UTU =1 to get

(¥ ® (xIUNW1$) ® X)) = (W) (x|x) = (V$) (13.3)
However, taking the inner product of the right-hand sides of (13.1) and (13.2) gives
(1e))? (13.4)

Equating these two results gives us the equation
(Wo) = (¥1¢)? (13.5)

This equation can only be true in two cases—if (y|¢) =0, in which case the states
are orthogonal, or if |¢) =|vy). What this result means is that there is no unitary
operator U that can be used to clone arbitrary quantum states.

Here is a second proof, this time a ssmple proof by contradiction. In quantum
mechanics we use linear operators. If U is linear, then

U|y) ® x) =aU(y) @ [x) =aly) @ |¥) (13.6)
However, we can let |w) =a|y) and then apply (13.1), giving

U(lo) ® X)) = o) ® o) = aly) @ alyy) = a®y) ® ) (13.7)

Comparison of (13.6) and (13.7) gives a contradiction. Hence general cloning is
not possible. So a question we may ask, given that we can’t make a perfect copy
of a quantum state in general, is how close is one quantum state to another? Is it
possible to make imperfect copies?
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TRACE DISTANCE

Because we cannot, in principle, make an exact copy of an unknown quantum state,
the next question we might ask is, can we make an approximate copy? Before we
look into the answer, let's see what tools are at our disposal that can be used to
determine how similar two states are.

The first measure we will consider is the trace distance. Let p and o be two
density matrices. The trace distance §(p, o) is defined to be

1
8(p.0) = 3Trlp — ol (13.8)

Note that |p| = +/pTp. Suppose that the states p and o are equally likely and that
we want to do a measurement to distinguish between the two states. The average
probability of successis

1 1
Pr==+28(p, 13.9
513 (p,0) (13.9)

The trace distance acts like a metric on the Hilbert space. For example, the trace
distance is nonnegative

0<8(p,o0) (13.10)
with equality if and only if p =o. The trace distance is symmetric,
8(p, o) =8(a, p) (13.11)
and it satisfies the triangle inequality
8(p, o) <8(p, ) + 88, 0) (13.12)
If o=|y){(y| is apure state, then §(p, o) is given by
8(p,0) =y1-=(Yloly) (13.13)

If p and o commute, meaning [p, o] =0, and they are both diagonal with respect
to some basis {|u;)} such that the eigenvalues of p arer; and the eigenvalues of o
are s;j, then

D = sl (ui]

l

1
5(p.0) =T (13.14)
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Example 13.1
Compute the trace distance between
3 1
p= ZIO)(OI + ZI1>(1I
and each of

—200 :—Lll —}00 le
o =000+ SN, 7= 10}l + 1L

Solution

Looking at each of these states. Intuitively you would expect that o and o are closer together
than p and 7, since 7 is more weighted toward |1). First we have

3 1 2 1
p—o =100+ DA - <§|0><0| + §|1)<1I>

1 1
= 51001 - SIn

Let's recall a couple of facts about the trace. It's linear, meaning Tr(«¢A+ BB)=aTr (A)
+ BTr(B). Second, the trace turns outer products into inner products, meaning Tr(|y){(y]) =
(¥ ]¥). So we can write

1
3(p,0) = ETrlp — o]

1
=Tr
2

1 1
121001 - Ellﬂll‘

LAY ooy + rranam = 2 (L) «oo + an
—§<E)(MIHD+ m><m—§<ﬁ)«|>+<H>

1/1 1
=§(ﬁ><2>=1—2

Now let's see what the trace distance §(p, 7) is. We have

3 1 1 7
p—m =100+ 2111 — (élo)(ol + éll)(ll)

5
= g(I010r = 11){1p
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We find that
1
8(p,m) = ETrlp !

—1T 500 1)(1
=3 r‘gu )0l — [1)¢ |)‘

5 1/5
<§> (Tr(0){0D + Tr(1){1D) = 5 (é) ((010) + (111))

1
2
1/5 5
=§<§)<2>=§

As expected, since p and o are more heavily weighted toward |0), we have §(p, 7))8(p, o).
This tells us the states p and o are more similar than the states p and = are.

You Try It

Write down the matrix representations of p = 2|0)(0| + £|1)(1], 0 = 2|0)(0] + %|1)(1|, and
7 = £10)(0] + £/1)(1|, and calculate (13.8). Verify the result obtained in Example 13.1.

A simple way to calculate the trace distance is to use the eigenvalues of the
matrix p — o . If we denote the eigenvalues by 1, then the trace distance is

§(p,o) = % > Il = %Z A (13.15)

If we know the Bloch vectors of each density matrix, then we can calculate the
trace distance easily. Suppose that 7 is the Bloch vector of p and 5 is the Bloch
vector of o. Then the trace distance §(p, o) can be calculated as

1. .
8(p.0) = 517 ~ 5] (13.16)

Example 13.2

Find the trace distance between the states

sl L oo
IR
I~ GIIN
ol w o 1,



284 TOOL

S OF QUANTUM INFORMATION THEORY

Solution

Let's do it using (13.8) first. We have

5 0\ (2 —i\ (9o 3
p—o = 8 41 _ |5 8]|_] 40 8
ST I EANN B R
4 8 8 5 8 40
Now (p—o) =p—0, 0
9 i3 9 i3 153 0
(p—o)p—o = 40 8 40 8 | _| 800
-3 918 22 153
8 40 8 40 800
Next we find
17
lp—ol=vp—0)(p—0)= 0 153 =5 =
Hence
1/1 17
S(p,o)==|=—=]2 — ) ~0.437
(p.0) 2<20)<><3 2) 0.43
The Bloch vector for p was found in Example 5.12:
o (S =i 3
Sy =Tr(Xp)=Tr 8, 4 =Tr 4 8 =0
1 0)|= 3 > i
4 8 8 4
B 0 _ 5 i -1 -3
—i - - - —

8 4 4 8 -1
=Tr(Yp)=T =T = -
Sy=Trvp)=Tr (i 0) —i 3 "5 -1

L 4 8 8 4
B Lo 5 i 5 i

8 4 8 4 1
. =Tr(Zp)=T =T = -
Sz r(Zp) g (O _1) —i 3 g i -3 4

L 4 8 4 8
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- 1 R
V= ——
2 Z

y+

N

The Bloch vector for o, which was calculated as Exercise 5.10, is

Therefore

Hence

285

Example 13.3

A system is in the pure state
—3|+>(+I+l| =1
P=3 4

Find the trace distance between p and o = |¥)(y|, where

W) = —=10) + —= 1)
IRVERRRNG

Solution

Both density matrices need to be written with respect to the same basis. Let’s start by rewriting

p in terms of the computational basis. In Example 5.5 we found that

3 1
p= I+ 1) (-

4)\2 4/ \2

1 1 1 1
= 510001+ 4102+ 5 12)(01 + 5 11(Y

N

3\ /1 1\ /1
(—) (—) (10)(01+10) (11 +11)¢0 + [1)(1D) + (—) (—) ((10) (01— 10) (1] = [1)(0] + [1) (1))
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The matrix representation of this density operator is

1/2 1
o=
4\1 2

Now for

we found in Example 5.4 that

1 2 1 2
= =(—=I0)+ —<|1 — 0+ —=(1
o= [Y )V <\/§| >+£| )) (£< |+£< |>
1 2 2 4
=EIO)(0|+5|0)(1|+§|1)(0|+gll)(ll

The matrix representation is

gl N gl =
alhs N

The matrix p — o is given by

This matrix has two eigenvalues, namely

3 3
4.5’ NG

Using (13.15), we find the trace distance to be

1 1 3 3 3
Sp.o)= =Sl == (|- +]>]) = =
(br0) =3 2 Il 2<’ NG +‘4f5D 45

i

A=

FIDELITY

Another measure that can be used to determine how close one state is to another is
based on the notion of the amount of statistical overlap between two distributions,
caled the fidelity. Once again, let p and o be two density operators. Then the
fidelity is given by

F(p,o)=Tr < Jpo ﬁ) (13.17)
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In short, fidelity is a concept that comes from the inner product of two quantum
states. Let |v)and |¢) betwo states. Theinner product |(¢|y)|? gives the probability
of finding the system in the state |¢) if it is known to be in the state |v), and vice
versa. Hence this is a kind of measure of how similar the two states are or how
much overlap there is between them. Suppose that they are pure states and with
density operators p = |y) (| and o = |¢)(¢|. Since these are pure states, p° = p,
0?=0,and hence p = /p, 0 = /o. Then

F(p,o)=Tr ( «/50«/5> = Try/ (W) (WD) DY) (W)
(13.18)

= Try/({¢l¥) D)W1) = (el V(YY) = [(B1¥)]

From (13.18), a few genera properties of fidelity can be seen. The first is that
fidelity is a number that ranges between 0 and 1,

0<F(p,0o)=1 (13.19)
with unity if the states p and o are the same state and O if there is no overlap
whatsoever. We can also see from (13.18) that the fidelity of two pure states is
symmetric. In fact this is true in general, that is,

F(p,o0) = F(o, p) (13.20)
The fidelity is futher invariant under unitary operations, that is,

FWUpUY, UcU") = F(p, o) (13.21)
If p and o commute and are hence diagonal in the same basis, which we denote by
|ui), then we can write the fidelity in terms of the eigenvalues of p and o. Suppose

that p =) iri|u)(ui| and o = isi|u;)(uil, then

F(p,0) = Z JTiSi (13.22)

Example 13.4

Compute the fidelity between

3 1
p= 10001+ 111
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and each of
= 2|0)(0| + 1|1)(1| = 1|0)(0| + 7|1)(1|
773 3 TT g 8

Can the fidelity be calculated using (13.18) or (13.22)? Compare with Example 13.1.

Solution

First we compute

3 3 9
pz_zozo %
o 1 1 1
z z 0o =
0404 16

Since Tr(p?) = 10/16 < 1, p is not a pure state. Similar calculations show that Tr(c?) =
5/9 <1 and Tr(n?) =50/64 < 1, s0 o and 7 are also mixed states and (13.18) does not
apply. However, since al three density operators are diagona in the computationa basis, we
can use (13.22). Notice that

po =

o hMlw
o WwIN
o NIk

Wl O

o WwWIN
o bW

Wl O M= O
o NIk

Al O

Therefore [p, o] =0. Using (13.22), we find that the fidelity is

=i () ) () a2 oo

Since the fidelity is close to 1, this tells us that the two states are very similar—they have
alot of overlap. In Example 13.1 we found that the trace distance between the states was 1/12,
a small number indicating that there is not much “distance” between the two states. Hence
states that are similar have a high fidelity and a small trace distance.

For the other state we find that

F(p,n)=lZ_«/Tsi=\/<§) (%)4‘\/(%) G):\/gﬂ/g:%zﬁzwm

The smaller fidelity indicates there is not nearly as much overlap between these two states as
there is in the first case. In Example 13.1 we found that the trace distance was 5/8. So a state
that is not as similar results in a smaller fidelity and a larger trace distance.
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Fidelity can be looked at as a transition probability. In other words, the probability that p
evolvesinto o is
Pr(p — o) = (F(p, 0))° (13.23)

Example 13.5

What is the probability that p evolves into each of the states o and = in the previous example?

Solution

The probability that p evolvesinto o is

Pr(p — o) = (F(p,0))? = (0.996)% = 0.992
The probability that p evolvesinto ris

Pr(p — ) = (F(p, 7))? = (0.774)? = 0.599

The Bures distance function is a distance measure between quantum states that makes use of
the fidelity. It is
d3(p.0) = 21— F(p.0)) (13.24)

The Bures distance function or modified Bures metric is a distance measure between quantum
states that makes use of the fidelity. It is

d3(p.0) =2(1— F(p,0)) (13.25)
The Bures metric is given by
dp(p,0)=2—2/F(p,0) (13.26)

Example 13.6

Consider the states in Example 13.4 and show that the Bures distance between p and 7 is much
larger than the Bures distance between p and o.

Solution

In the first case we find that

d3(p,0) =2(1— F(p,0)) = 2(1—0.996) = 0.008
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For the other two states we have
d2(p, ) = 2(1— F(p,m)) = 2(1 — 0.774) = 0.452

d2(p, ) > d2(p, o) once again indicating that p and o are far more similar than p and .
In practical cases of interest we often want to find the minimum fidelity for a

given channel. This is because we do not know the quantum state |v), so finding

the minimum fidelity gives us a worst-case analysis of a given quantum channel.

Example 13.7

On a certain quantum channel there is a probability p = 1/9 that there is a bit flip error. What
is the minimum fidelity of the bit flip channel in this case? Assume that system starts in some
pure state p = [y) (V.

Solution

The bit flip channel was described in (12.22). Recall that there is a probability p that nothing
happens to the qubit, while there is a probability 1 — p that there is a bit flip error. The quantum
operation is

p'=®(p)=po+ Q- pXpX

The fidelity between this state and p = |v) (| is given by
F(p.p')=F(p'. p) = Tr(/ o' ov/0") = try/ /o (W) (W D/ o'
= VWV ¥ = VWl )

Using (12.22) simplifies the fidelity to

F(o',0) =V Wl(pp + A= p)XpX)¥) = VWY)W + QA — p)X Y)W IX)Y)
=Vp+ A= pWIXIY)VIX[¥)
=Vp+ A -p)(YIX|y)2

Now we want to find the state where F is a minimum, which gives the worst-case scenario.
Since it is always the case that 0 < p <1, it follows thatl — p > 0 and F will assume the
smallest value when (1 — p) (¥ |X|¥)2 = 0. So we need to find the state for which (y|X|¥) =0.
Notice that if

10) +i]1)

1) = Nz
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Then

WX = <<O|;§i(1l>x<l0)j§ill>> _ <<0|;§i(1|> (Il):;éiIO))

010 —i(1] 1)

=0
2

Let's verify that |) is a pure state. We find that

L e (2 -2
=\ 2

So we have Tr(p?) = ;11(24— 2) =1, and this is a pure state. So the minimum fidelity occurs
when (| X|y) =0, in which case

F(p,p") =P

For the case where p = 1/9 the minimum fidelity is Fmin = +/1/9 ~ 0.33.

ENTANGLEMENT OF FORMATION AND CONCURRENCE

Here we return to the examination of entangled states of two qubits. Two questions
we can ask are how much entanglement does a state have, and second, what is the
cost of creating a given entangled state? One way to characterize entanglement is
by calculating the concurrence. To characterize the resources required to create a
given entangled state, we can calculate the entanglement of formation.

First let’s consider the concurrence. Basically this is just the amount of overlap
between a state |v) and a state |v/):

C() = [(Y1¥)] (13.27)

where |¥) =YQ®Y |¥*) and ¥* is the complex conjugate of the state. The concur-
rence can aso be calculated using the density operator by considering the quantity
given by p (Y®Y)p'(Y®Y).

Example 13.8

Concurrence can be a measure of entanglement. Consider the product state
[¥)=10)®[1)

and show that the concurrence is zero.
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Solution

We have

W) =Y @Y[y)=Y[0)® Y1) = —il]) ®il0) = |1) ® |0)

So we have :
(¥ly) = (1 ® (0D(10) ® |1)) = (1/10)(0]1) =0

So the concurrence is zero. We can also see the concurrence vanishes by using the matrix
representations of the operators. First, we have

0O 0 0 -1
0 —iY 0O 01 O
Y®Y:<iY 0>: 0 10 0
-1 0 0 O
The density operator for this state is
0 0 0O
0100
p =101)(01] = 000 0
0 0 0O
Hence
pPY ®Y)p'(Y ®Y)

0 00O 0O 00 -1\ /0 0 0 O 0 0 0 -1
101 00 0 01 O 0100 0 01 O
10 0 0 O 0O 1.0 O 0 00O 0 1 0 O

0 00 0/\-1 00 O 0 00 0/J\-1 00 O

0 00O 0O 00 -1\ /0 0 0 O
101 00 0 01 O 0 010
~ 10 0 0 O 0 1.0 O 0 0 00O

0 00 0/\-1 00 O 0 00O

0 00O
|10 0 0 O
~ 10 0 0 O

0 00O

We can find the concurrence by looking at the eigenvalues of the resulting matrix. The eigen-
values of this matrix al vanish, hence the concurrence is zero.
A second way to define concurrence is to look at the eigenvalues of the matrix

R =.\/Vop/p (13.29)

which are denoted by 11, A2, A3, A4. The concurrence is

C(p) = max{0, A1 — Ao — A3 — A4} (13.29)
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where A1 > X2 > A3 > A4. In the next two examples we consider the concurrence
of entangled states.

Example 13.9
Find the concurrence of
sy — 100 =110
W2
Solution
Again, note that
0O 0 0 -1
0 —iY 0O 01 o0
Y®Y:<z’Y o): 0 10 0
-1 0 0 O

The density operator is

— S)S| = <|01) - |10>) ((01| - (10|)
pPERIET R Nz

1
= 5(101){01] — |01){10] — 110)¢01] + |10)(10])

The matrix representation is

0 0 0 O
~1]o 1 -10
P=%10 -1 1 o0
0 0 0 O
So we have
oY @YV (YY)

0 0 0 0N/J0O OO -1\/0 0O O O /0 00 -1
~1fo 1 -1 0[O0 01 o0 1 -1 0|]l0 O 1 O
“2/0 =12 1 o]J]]lo 10 of|l0o -1 1 o]l]]lO0O 1 0 O

0o o 0 o/\-12 00 0o/\o 0 o 0o/\-1 00 O

0 0 0 0N/0O OO -1\/0 0 0 O
_1fo 1 -1 0[O0 01 0|0 -1 1 O
“2]l0 -1 1 o]J]]lo 10 oflo 1 -1 0

0 o 0 0o/\-1 00 o/\o 0 o0 o

0 0 0 O
~1fo 1 -1 0
“2l0 -1 1 o0

0 0 0 O
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The eigenvalues of this matrix are
Mm=1ry=i3=x3=0
Using (13.29), we find the concurrence to be

C(p) =max{0, A1 —Ap — Az — Ag} = max{0,1} =1

Example 13.10
Find the concurrence of
~100) +]11)

V) 7

Solution

The density operator in this case is

1
p =)yl = 5(100)(00 + |00)(11] + [11)(00] + [11) {11])

1 0 0 1

_1fo oo o0

“ 210 0 0 O

1 0 0 1
Therefore
p(Y @V)p' (Y ®Y)

1 0 0 1 0O O 0 -1 1 0 0 1\ /0
_}OOOO 0O 0 1 O 0O 0 0 O] o
“410 0 0 O 0O 1 0 O 0O 0 0 Ol o

1 0 0 1/\-1 0 O O 1 0 0 1/ \-1

1 0 0 1 0O 0 0 -1 -1 0 0 -1
_}0000 0O O 1 O 0 O O O
“ 410 0 0 O 0O 1 0 O 0O 0 0O O

10 0 1J\-12 0 0 0/\-1 0 O -1

1 0 0 1
_1fo oo o0
~ 210 0 0 O

1 0 0 1

The eigenvalues are {1, 0, O, 0}, and hence the concurrence is 1.

OoOpFr OO

[oNeN TN o]

[eNeNe)

In the next section we will see that we can write the Shannon entropy as

h(p) = —plog, p — (1 — p)log,(1— p)

(13.30)
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The entanglement of formation is defined in terms of the concurrence as

1+ /1— C(p)z)
2

E(p)=h ( (13.31)

Thisis a mathematical characterization of the resources required to create an entan-
gled state.

Example 13.11

Find the entanglement of formation for the Werner state

11 5
= 0 0 =
24 12
0 L 0
5 1 —
p=zlp Vot I+ =1a= 24
6 24 0 1 0
: 24 u
= 0 0 =
12 24
For p (Y®Y)p'(Y®Y).
Solution
First we have
221
2Ly 4 0>
576 L 144
0 - © 0
p(Y @V)p'(Y ®Y) = p? = 576 )
0 0O — 0
o 576 o1
—= 0 0o ==
144 576

The eigenvalues of this matrix are

49 1 1 1}
A=

~ | 64’ 576" 576" 576
From (13.29) the concurrence is

C(p) =0.76
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From (13.31) the entanglement of formation is

1+/1-C(p)? log 1+V1-C(p? 1-1-C(p)? log 1-/1-C(p)?
2 2 2 2 2

2

E(p) =

=0.67

You Try It

Show that the entanglement of formation for the case considered in Example 13.9 is 1 and the
entanglement of formation for the case in Example 13.10 is also 1.

INFORMATION CONTENT AND ENTROPY

Entropy isaway to quantify the information content in asignal. Specificaly, suppose
that there exists a random variable X. Entropy tells us the amount of ignorance we
have about the random variable X prior to measurement. Or put another way, entropy
provides the answer on how much information we will gain when we measure X.

We define entropy by using the probabilities that each possible outcome occurs.
Suppose that p; is the probability of thej th outcome where there are n total possible
outcomes. The Shannon entropy H is given by

H=-Y pjlog,p, (13.32)
j=1

An example of an entropy function is shown in Figure 13.1, where we have a plot
of the binary entropy function H,(x) = — xlogx — (1 — x)log(1 — x). In the plot it
is clear that entropy is a concave function. This means that for 0<A <1,

WH(p) + (=) H(q) < HGp + (1= 2)q) (13.33)

The maximum entropy occurs for the case where we have the least amount of
knowledge. In the case of discrete probabilities p;, we have the least amount of
knowledge about the outcome of a measurement when each of the possible out-
comesis equally likely. That is, with n possible outcomes, each of the probabilities
is given by

1
pPj= ;

A simple example is the binary entropy function. There are two possible out-
comes.We first suppose that both are equally likely so that x = 1/2. Then we have

—xlogx —(1—x)log(l—x)=1
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H; (x)

._.
1

0.8

0.6

0.4

0.2

|||||||||||||||||||x

0.2 0.4 0.6 0.8 1

Figure 13.1 The binary entropy function

(note we are using base 2 logarithms). Now suppose that one outcome is substantially
more likely. For example, if x =0.2, the probability of finding the aternative is
1—x=0.8. Thisis asituation where we have more knowledge about the state prior
to measurement because one alternative is far more likely than the other. In this
case

—xlogx — (1 —x)log(1l—x) =0.72
If x =0.05, meaning that there is a 95% chance of seeing the aternative, then
—xlogx — (1 —x)log(l—x) =0.29

So, if we are completely uncertain as to what outcome will occur—meaning
all possible outcomes are equally likely—then with two possible outcomes

Hix)=1
This case represents maximum entropy. For all other cases
Hx) <1

The general rule is that the larger the entropy, the more ignorance you have about
the outcome.

Now suppose that there are two random variables, X and Y. If the probability
that we find result X =x; and Y =vy; is p(X, y), then the joint Shannon entropy is

H(X,Y) ==Y p(x,y)10g(p(x, y)) (13.34)

X,y
The following inequality called subadditivity is obeyed in general:

H(X,Y)<HX)+ H(Y) (13.35)
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Equality holds in (13.35) if the distributions X and Y are independent. The condi-
tional entropy for X given Y is

H(X|Y)=H(X,Y)— H(Y) (13.36)

To determine the amount of entropy in a quantum state, we seek an analogue
to the Shannon entropy. Thisis done by using density operators instead of elements
of the probability distribution as in (13.32). The entropy of a quantum state with
density operator p is caled the Von Neumann entropy and is given by

S(p) = —=Tr(plog, p) (13.37)
The relative Von Neumann entropy of states p and o is
S(pllo) =Tr(plogp) — Tr(plogo) (13.38)
Note that S(p|lo) > 0 with equality if and only if p=0.

Suppose that the eigenvalues of the density operator p are given by ;. We can
write the Von Neumann entropy in terms of the eigenvalues as

S(p) =—Y_ Ailogy 2, (13.39)

Example 13.12

The maximally mixed state for a qubit is

O NI
NI O

What is the Von Neumann entropy for this state?

Solution

The eigenvalues are

o) = 11
{A1, 2}—{5,5}

Using (13.39), we find the entropy to be

1 1 1 1 1
S(p) ==Y nilogya; = ~3 log, <§> 5 log, (5) = —log, (5) =log2=1

1
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In generdl, if a quantum system isin a Hilbert space of dimension n, the completely mixed
state has entropy

log, n (13.40)
Example 13.13
Find the entropy of the two states
: 0 (v °
L= 1 7= 1
° 3 O 1

Solution

Let'slook at the two states. We might guess that p has higher entropy because we have a little
less information about the possible outcomes. Using the eigenvalues of p together with (13.39),
we see that the entropy is

3 3 1 1
S(p)=—3 log, (Z) 2 log, (4_1) =081

For o we find that

9 9 1 1

Our intuition is confirmed, we have more knowledge about the state o before a measure-
ment is made because its far more certain that the outcome is |0).

Example 13.14

Find the entropy of the state

>
Il

AR NP

NIRRT

Solution

The eigenvalues of this matrix are

L3
12 = 4’4
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Is this a pure state or a mixed state? We met this state in Example 5.5 where we found that

1 1\ /1 1 5 1
02— 2 4|2 4|_[16 4
1 1ff{1 1 1 5
4 2/ \a 2 4 16
5 10 5

5
T 2:— —_— = — = —
=T =16t 16" 16" 8

Hence this is a mixed state. The entropy is the same as the matrix in the previous example,
even though it looks very different:

3 3 1 1
S(p) = ~2 log, (Z) -1 log, (Z) =081

While a completely mixed state has the highest entropy, a pure state has the smallest possible
entropy.

Example 13.15
Find the entropy of the state

10) + 1)

V) =

N

Solution

First let’s write down the density operator. We find that

)0 = (IO):/FEH)) ((Ol\v/;lI)

1
2 (10001 + 10) (1] + 1101 + 1) (1)

>
Il

The matrix representation of this density operator is thus
1/1 1
pP=73
2\1 1

A2 =1{1,0}

The eigenvalues of this matrix are

To calculate the entropy, we use the fact that

limxlogx =0
x—0
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So we only need to consider A =1, and we find that
S(p) = —log,(1) =0

This state is a pure state and it has zero entropy. We know with certainty what the state is
prior to measurement—or put another way—there is no ignorance as to what the state of the
system is.

In n dimensions, the entropy of a quantum state obeys the following inequality:
log,n > S(p) =0 (13.41)

We have seen examples of both extrema.The completely mixed state—which is
characterized by equally probable outcomes p; =1/n, has entropy given by logy
n— The pure state with zero entropy is the lower bound in (13.41). The Von
Neumann entropy is invariant under a change of basis as we show in the next
example.

Example 13.16

Let p = %|+)(+| + %1|—)(—|. Show that the entropy of the state is invariant under a change of
basis.
Solution

The matrix representation of this state is

o MW
M= O

Note that this matrix is written in the {|£)} basis. The eigenvalues are 11, = {3, 3} and we
have already seen that the entropy in this case is

3 3 1 1

What happens if we write the state in the computational basis? In that case the matrix repre-
sentation is given by

Al NI
NI Bl



302 TOOLS OF QUANTUM INFORMATION THEORY

We met this matrix earlier—in Example 13.14. It has the same eigenvalues, and we find that
once again,

3 3 1 1

Now let's consider states formed by tensor products of qubits. If a composite state is separable,
that is, a product state of the form p ® o, entropy is additive in the sense that

S(p Qo) =S(p)+ S(o) (13.42)

In general, entropy is subadditive. Let pa and pg be the reduced density matrices of a composite
system p. The subadditivity inequality states that

S(p) = S(pa) + S(op) (13.43)

The result (13.43) indicates that in order to have the most information about an entangled
system, you need to consider the system as awhole— that is, S(p) is smaller than the entropies
of the reduced density matrices, because ignorance decreases when considering the system as
awhole. Alice and Bob, in possession of the reduced density matrices pa and pg, have more
ignorance about the state when considering their parts of the system alone.

Example 13.17
Alice and Bob each share one member of an EPR pair that is in the Bell state:

[04)108) — [14)|1p)
V2

Determine the entropy of the entire system, and the entropy as seen by Alice and Bob alone.

|B10) =

Solution

We showed in (5.15) that the density operator for this state is

P = 1B10){B1ol
_ <|OA>|OB) - |1A>|1B)> <(0A|(OB| - (1A|(1B|)
a V2 V2
_ 104)108)(041{05] — 104)108) {1a|(15] — 114)118) (0408 + [14)|15){1a | (15|
2

In matrix form we have

[eNele o]
[elelNeNe]
= OO
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The eigenvalues of this matrix are
r1234=1{10,0,0}

So we quickly see that the entropy is S(p) =—1log 1=0. To get the states as seen by Alice
and Bob individually, we compute the partial trace of this density operator. For example, in
Chapter 5 we found that the reduced density matrix for Bob is

_1lp o
PE=5%\0 1

This is the completely mixed state with entropy given by

1
Sp(pp) = —log, (5) =1

We find a similar result for Alice, and clearly (13.43) is satisfied.

EXERCISES

13.1. \erify that §(p, o) = 3/4/5 for the density matrices in Example 13.3 by
calculating %Tr«/(,o — o)%(p — o) with the matrices written in the {|£)} basis.

13.2. Let p =Y irilui){u| and o =) is|ui){u;|. Prove (13.22).
13.3. Compute the trace distance and fidelity between

4 3
p =100+ D1

and each of
2 1 3 2
== =111 = - —11)(1
o 3|0>(0| + 3| M1, 7 5|0>(0| + 5| ) (1
13.4. On a certain quantum channel there is a probability p=1/11 that there isa
phase flip error. What pure state leads to the minimum fidelity in this case? What

is the minimum fidelity of the bit flip channel in this case? Assume that the system
starts in some pure state p = [y) (¥/].

13.5. Determine the concurrence for the Werner state where

7 3
- 0 0 _
6 8

0O — 0 0

b= 6

wlw O
\'
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13.6. Find the entanglement of formation for the state in Exercise 13.5.

13.7. Find the entropy of the state

o oy,
ol O

13.8. Find the entropy of the state

2 V5
V) = §|0) +31D

13.9. Consider the product state |A)|B) used in Example 5.11 where

10) —i1)

2 1
Ay=—L_1 Bz\ﬁo — 1
|A) 7 |B) 3I)Jr\@l)

The density matrix is

1 1 i I
3 Jis 3 /18
1 1 i I
_|vi8 6 /18 6
pPEL i 1 1
3 Ji8 3 /18
—i =i 1 1
Jig 6 /18 6

(A) Show that the entropy of the density operator for |A)|B) is zero.
(B) Find the entropy for the density operator seen only by Alice, pa.

13.10. Consider the density operators for the state

3 2
= /210 + —|1
1Y) 7| >+ﬁ|)

and the state

2 1
=,/z100 + —=I1
) \@ )+ 510
Which state has a higher entropy?



ADIABATIC QUANTUM
COMPUTATION

Adiabatic quantum computation is an aternative approach to quantum computation
based on the time evolution of a quantum system. Before describing adiabatic pro-
cesses, let’s quickly review the dynamics of a quantum system. The time evolution
of a quantum state |y (t)) is described by the Schrodinger equation

Ay (1))
Jt

ih

= H|y @) (14.1)

where H is the Hamiltonian operator. This operator is the total energy of the system
and can be expressed in terms of kinetic and potential energies
P2 2

h 2
om T oVt (14.2)

where V2 is the Laplacian operator and V is the potentia energy function. In one
dimension (14.2) becomes

2 2 2

P he 0
H=2 yyv=-_"% 1y 14.3
2m+ 2m8x2+ (14.3)

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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In many cases of interest, the potential V is time-independent. Where this is
the case, then solutions of (14.1) are products of a function that depends only on
the spatial coordinates and a function that depends only on time. In one dimension
the solution can be written in the form

Vx,0) =9 x)f(0) (14.4)

By inserting (14.4) into (14.1) and using (14.3), its not too hard to show that the
solution can be written as

W(x, 1) = y(x)e  Eh (14.5)

Solutions of Schrodingers eguation are known as wave functions. Using (14.5)
in (14.1), we also arrive at a time-independent Schrodinger’s equation that gives a
solution for the spatia part of the wave function:

72 d%y
Ty =E 14.6

o 2 TV =Ev (14.6)
where E is the energy of the system. The modulus squared of the wave function is
a probability density, where |W(x, t)|?dx is the probability of finding the particle
in a volume dx. The total probability over all space must be equal to one, so the
normalization condition for a wave function is

/OO W (x,0)?dx =1 (14.7)

—00

Solutions of the type (14.5) are called stationary. This is because when we
calculate the modulus squared of (14.5), we see that the probability density does
not change with time:

W (x, )2 = [P (x)e  EM2 = (y* () EMY (p (x)e T EUY = [y (07 (14.8)

The eigenstates of the Hamiltonian @ (X, t) = ¢n(X)f n(t) have eigenvalues that are
the energies E,, that the system can assume. Bound states have discrete energy
levels; that is, the system can only take on specific energy values like the rungs on
a ladder. Unbound systems have continuous energy spectra (they can assume any
energy value). The general solution to the time-dependent Schrodinger equation is
a superposition of energy eigenstates

W(x,1) = chqbn(x) exp (—i Eg) (14.9)

n

The lowest energy that the system can assume is called the ground state.
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Example 14.1

Find the energy eignstates and most general solution to the Schrodinger equation for an infinite
unsymmetric square well:

+00 x<0
Vix)=10 0<x<a
+00 x)a

Solution

A particle confined to an infinite square well is a bound system. Hence it will have a discrete
energy spectrum. At the boundaries of the well, the potential is infinite. The wave function
must vanish outside this region as well as at the boundaries for continuity. Inside the well, the
time-independent Schrodinger equation (14.6) can be written as

Y ey -0 (1410
where we define k? as
K= % (14.12)
The solutions of (14.10) are
¥ (x) = Asinkx + B coskx (14.12)

The constants A and B are determined by the boundary conditions. The first of these is the
vanishing of the wave function at the left boundary—that is, (0) = 0. Thistells usthat B =0.
The other boundary condition is vr(a) = 0, from which we conclude that

kya = nw (14.13)
wheren=1,2,3,.... Using this together with (14.11) allows us to determine the energies that
the system can assume, which are

2 2.2
he o,  hme o,

= o kn = 2ma2n , n=1223, ... (14.14)

Therefore the wave functions are of the form

Valx) = ﬁsin(ﬂx) . n=123... (14.15)
a a
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The constant /2/a is called the normalization constant. It is determined from
o0
1= / Y (x) Y (x) dx (14.16)
—00

The most general solution to (14.10) is a superposition of all possible solutions:

9]

. 2 & snmx n?n2n
Wix, 1) = Z e Entlh — \/; an (T) exp <—z 5 t) (14.17)
n=1

n=1

ADIABATIC PROCESSES

An adiabatic process is one for which the rate of change of the Hamiltonian is slow
with respect to the characteristic time of the system (i.e., the time scale over which
changes to the system occur). If we denote the characteristic time scale for changes
in the system by T. and the time change over which the Hamiltonian changes as
Ty, then we denote the condition for an adiabatic process as

Ty > T, (14.18)

In quantum mechanics, an adiabatic process is one for which the initial Hamil-
tonian H i slowly changes to some different, final Hamiltonian H gnq:

Hinit gymy Hfinal (14.19)

with the time scale over which this occurs being T. The adiabatic theorem tells
us that if a system isin the nth energy eigenstate of H i, it will also be in the nth
energy eigenstate of H sny if the change is adiabatic. For a change to be adiabatic,
the time scale of the change must be proportional to the energy gap between the
ground state and the lowest excited state:

T o — (14.20)
AE

Example 14.2
A particle is in an infinite unsymmetric square well of width a; the potentia is
00 x<0
Vix) = 0 0<x<a

+00 xX)a

It is known that the particle is in the ground state. What is the state of the system if the width
of the well is very slowly widened to 3a?
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Solution

In this case H iy isjust the Hamiltonian for Example 14.1. The system starts off in the ground
state for which we set n =1 in (14.15), giving

Yinit (x) = \/?sin <£x> (14.21)
a a

The energy of the particle is found using (14.14), which is

For H sinal, the energy eigenstates are found by letting a— 3a in (14.15). These are

2 . /nmw
wn(x):,/gsn(gx), n=123, ... (14.22)
with energies
mr?
Ei= g —n’ n=123... (14.23)

We see that widening the well lowers the energies. The adiabatic theorem tells us that if
the well is widened slowly, that a system in the nth energy eigenstate of H iy will go to the
nth energy eigenstate of H 4,y . Since we started in the ground state, we end up in the ground
state of the new Hamiltonian, which is found from (14.22). We obtain

Vel (X) = \/% sin(-x)

The final energy of the particle is

h2m?2

E = —
el = 18ma?

What sort of time scale should be used to implement the change? We can give the time
required by looking at (14.5) where we have an expression of the form e ~/#'/", The characteristic
time can be estimated from

h h 2ma?

AE  (4h22/2ma?) — (h272/2ma?) _ 3hm? (14.24)

te =

where we took the energy gap to be between the ground state and the first excited state, which
is found by setting n =2 in (14.14) giving E, = 4h%7?/2ma?. So, if the time over which the
walls of the potential well are expanded satisfies

2ma?

T -
> 3h?

the process will be adiabatic.
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ADIABATIC QUANTUM COMPUTING

Adiabatic quantum computation uses adiabatic processes to do a computation using
the following steps:

o Create an initia state of qubits that will be used to calculate the result of a
computation.

o Start with an initial Hamiltonian, and very it slowly (adiabatically) so that it
transforms into a final Hamiltonian whose eigenstates encode the solution.

Let's look at the process more formally. The adiabatic process starts with a
known easy to prepare Hamiltonian. This Hamiltonian should have a ground state
that is easy to create. The quintessential example is a Hamiltonian consisting of
Pauli operators

Hinit = — Z x (14.25)
J

Next let’s select a problem Hamiltonian. The ground stete of the problem Hamilto-
nian encodes the solution to the problem we are trying to solve:

Hiiral = ) _ cx|x) (x| (14.26)

X

An interpolation Hamiltonian is used to connect Hinit and Hgng. If T is the total
time over which the computation is completed, and we let s=t/T and 0<s<1,
then

H = (1 - )Hinit + s Hpna (14.27)

Example 14.3

Describe how the Hadamard gate can be implemented using adiabatic quantum computation.

Solution

First we recall the action of the Hadamard gate. This gate creates superposition states out of
the computational basis in the following way:

10) + 1) 10) — 1)
H|1) =
N 11) 73

H|0) =
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In the computational basis the Hadamard gate has the representation

56

In order to implement the Hadamard gate using adiabatic quantum computation, we need to find
aHamiltonian that will create superposition states out of the computational basis, and we need to
find an initial Hamiltonian with a ground state that is easy to prepare. One such Hamiltonian is

Hinit = —[0)(0] + [1)(1]
The matrix representation of this Hamiltonian is
Hinit = ((O|Hinit|0> <0|Hinit|1>> _ <—1 0)
(U Hirit|0) (L[ Hinit|1) 01
The characteristic equation is

=10\ (x O\| o |-1-x 0| ...,
O—det|H|nlt_I|—det‘( 0 1)-(0 k)‘_det‘ 0 1_)\‘——14—)»

Therefore the eigenvalues of the matrix (the Hamiltonian H i) are
ro1==%1
The eigenvalues of the Hamiltonian are the energy levels that the system can assume. The

ground state has the lowest energy, so the ground state in this case corresponds to Ao=—1.
The eigenvector corresponding to this eigenvalue is found from

(5 96)--C)

—a=—-a, =a=1

b=-b, =b=0

We obtain the equations

We chose a = 1s0 that the eigenvector is normalized (has unit norm). The eigenvector
corresponding to Ao = — 1 is the ground state of H jpi:

o = (5) =10

A similar procedure taking A1 =1 gives the second eigenvector of Hjnit:

i = (3)=m
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Now let’s look at the final Hamiltonian. We can create a superposition state with
0 -1
Hpina = —10)(1] — |1)(0] = (_1 0) =-X

Let's explicitly calculate the eigenvectors even though some readers may know what they are.
First we have the characteristic equation

_ _ 0 -1 PO AN N o W |
o_det|Hﬁna,—1|_det‘(_1 0>—<0 A)’_det’_l _A‘_A -1

= Ao1==1

The ground state is found by taking the lowest energy, which is the smallest eigenvalue.
So choosing Ao = — 1, we have

H finallvo) = <_2 _o) (Z) - (Z>

This yields the equations
—b=—a
—a =—b
=Sa=5b

We can compute the value of the coefficients by “normalizing” the vector
_ (% « (4 _ 2
1_(a a)<a>_2|a|

=>a=

NI

Hence the eigenvector is

o 550 50

A similar procedure applied to A1 =1 give the eigenvector corresponding to the excited

state of H snal
w3 50)-50-232

So we have our initial and final states that correspond to the output of the Hadamard gate.
To implement a Hadamard gate H|0) = (1/+/2)(|0) + |1)) using adiabatic quantum com-
putation, we proceed as follows:

e \We prepare the system in the ground state of H init, which is |vq) = 1|0).
¢ We evolve the Hamiltonian using H (s) = (1 — s)H init + SH sina by which the process
evolves slowly.
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e By the adiabatic theorem, when t =T(s=1), the system is in the ground state of the
final Hamiltonian:

10) + 1)
V2

[vo) =

So we have implemented a Hadamard gate.

EXERCISES

14.1. Derive (14.5) by solving the differential equation that results from (14.1).
Assume that (14.5) is a separable solution of the form (14.4), and the constant of
integration is the energy E.

14.2. Verify that the unit of time in (14.24) is seconds by taking a to be in meters
and doing dimensional analysis. The units of / are joule-seconds.

14.3. A square well is gradually decreased from width a to %a. If the change is
adiabatic and the system starts off with the particle in the first excited state, what is
the energy of the particle when the width is 3a?

14.4. Consider the implementation of a CNOT gate using adiabatic computation.
Take

Ho = 3|00)(00] + 2|01)(01| + |10)(10]
Hy = 3|00)(00] + 2/01)(01] + |11)(11]
Hoy = 10)(11] + |11)(10]

and let
H(s)=QA—-s)Ho+sH1+s(1—s)Hn

Follow the procedure used in Example 14.3 and show this system can be used to
implement a CNOT gate.






CLUSTER STATE QUANTUM
COMPUTING

Cluster state quantum computing is a model that does not rely on quantum gates
to do its processing. This measurement based model can instead simulate the uni-
tary dynamics of quantum mechanics. Since quantum gates are implemented using
unitary operators, quantum computation can be simulated or implemented using the
cluster state model.

A cluster state is a multiple-qubit state that is processed by a series of measure-
ments. Each time a measurement is made, the result of the measurement is used to
select the basis used for the next measurement—so this type of quantum computa-
tion involves a feedback loop. Cluster state quantum computing can be summarized
in two steps:

e Initialize a set of qubits in some state. For example, start with | +) and then
apply controlled phase gates to the states.

o Measure the qubits in some basis. As the measurement process is repeated,
the choice of basis each time is determined by the previous measurement
results, creating a feedback process.

Quantum Computing Explained, by David McMahon
Copyright © 2008 John Wiley & Sons, Inc.
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A controlled phase operation is the controlled-Z gate with matrix representation
in the computational basis

100 0
010 0

CZ=|001 o (15.1)
000 -1

The effect of applying the controlled phase gate is to entangle the states.

CLUSTER STATES

Cluster states are represented by graphs, which are a set of nodes or vertices and
edges. Each vertex is a qubit, while the edges represent controlled phase gates. An
example is shown in Figure 15.1.

As stated above, we begin cluster state quantum computation by initializing
each of the qubitsin the | +) state. Then we apply controlled phase gates to qubits
that are neighbors in the graph.

Cluster State Preparation

The first step required in cluster state preparation is to prepare a product state of
the form

l+)e = [4+)®" (15.2)

For example, we can prepare the cluster state

O——0O

which is two qubits, represented by the two vertices in the graph and a single
controlled phase operation applied to them, represented by the line connecting the
qubits. The initial product state is then

I+)c =1+) ® |[+) (15.3)

Edges are cphase Vertices are qubits
gates

N

O

Figure 15.1 Cluster state quantum computation is represented by a graph




CLUSTER STATES 317

Step two is to apply the controlled phase gate. For example, we can apply a
controlled-Z gate given by

1
S=§(1®I+Z®I+I®Z—Z®Z) (15.49)

to obtain

S|+)®|+)=%(1®1+Z®1+1®Z—Z®Z)|+)®|+)
_} [0) + |1) [0) + |1) |0) + |1) [0) + |1)
‘2[( NG )( NE )“m”( NG )( NG )
[0) +|1) [0) +|1)
1R 7Z
e ( 7 )( 7 )

_Z®Z<|0>j§|1)> (I0>:/r§|1>>}

- %[|oo) +101) + |10) — |11)]

This entangled state is represented by

O——C

Example 15.1

Consider three qubits arranged in a triangle. What states result in creating the graphs?

Solution

We denote the upper qubit as qubit 1, the left lower qubit as qubit 2, and the right lower qubit
as qubit 3. The initia state is the product state
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[0) + 1) 0) +11)\ [10) + [1)
romain = (P) () ()
V2 V2 V2 (15.5)

1
— ——(]000) + |001) + |010) + |011) + |100) + |101) + |110) + |111))

V8

Now let’s review the operation of the controlled-Z gate. The first qubit acts as the control
qubit and the second qubit acts as the target qubit. If the first qubit is 0, we do nothing to the
second qubit. If the first qubit is 1, we apply a Z gate to the second qubit. Remember,

Z|0) =10), Z|1) =-1) (15.6)

To obtain the first graph, we need to apply the controlled-Z gate to qubits 1 and 2 and
then to 2 and 3. Applying the CZ gate to qubits 1 and 2 to (15.5), we obtain

1

\/§(|ooo> +1001) + [010) + |011) + [100) + |101) — [110) — |111)) (15.7)

lv')

The first qubit in each term acts as the control. In the first four terms the control is 0, so we do
nothing to the target. It's a 1 in the last four terms, but the target is a 1 giving a sign change
only for the last two terms.
Now we apply the CZ gate to qubits 2 and 3. So the second qubit is the control and the
third qubit is the target. We obtain
[Ya) = %OOOO) +1001) + |010) — |011) + |100) + |101) — |110) + |111)) (15.8)

We have labeled this the lambda state, since the graph takes the form of a (tilted)
lambda:

To obtain the other graph, we need add a link between qubits 1 and 3. This is done by
applying a CZ gate to these two qubits in the state (15.8). When this is done, we have

1

\/é(IOOO) + (001) + |010) — |011) + |100) — |101) — |110) — |111)) (15.9)

[Va) =

We obtained this state by applying a Z gate to the third qubit whenever the first qubit was a
1. This state corresponds to the graph
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ADJACENCY MATRICES

An adjacency matrix is a way to represent a graph with a matrix. The rows and
columns of the matrix are labeled by the vertices of the graph. If there is an edge
joining the vertices represented by a given row, column entry, then that matrix
element is a 1; otherwise, it is a zero. For example, consider

where we have added labels to each vertex for convenience. With three vertices,
the adjacency matrix will be 3 x 3. There are edges between 1 and 2 and 2 and
3. This tells us that there will be 1's in matrix elements (1, 2), (2, 1), (2, 3), and
(3, 2). All other matrix elements will be zero, giving

010
A=11 0 1
010

In the case examined in the previous example, we had
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Now vertices 1 and 3 are connected, meaning that we have to add 1's to the (1, 3)
and (3, 1) matrix elements. So the adjacency matrix is

011
A=1|1 0 1
110

An operator A is a stabilizer of a state ) if

STABILIZER STATES

Aly) = 1¥) (15.10)

So a stabilizer is just an operator with an eigenvector that has eigenvalue+1. This
suggests immediately that the identity operator is a stabilizer, since

1Y) = |¥)
Now consider the state
_10) + 1)
|+) = NG

Notice that

_X04X) _ W0 _ 0+ _
V2 V2 V2

Hence stablizer of the |+) state are the operators X, | . Thisis commonly denoted by
writing {X, | }. This single-qubit state has two operators in the stabilizer. Generaly,
if the state contains n qubits, then the stabilizer will be made up of 2" commuting
operators.

Now consider the Bell state

X|+)

_100) + |11)
lﬁoo>—7\/E
Notice that
X|0)(X|0 X|INH(X|1 11 00
(X ® 3|y = ZIDXIN + XKL _ 1D +100) _

V2 V2
It's aso true that

(Z10)(Z10) + (Z11)(Z]1))
ZQZ =
(Z ® Z)|Boo) NZ
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_ (10)(10) + (~11) (~ 1)
N
00 11
- % — 1Boo)

Therefore two stablizers of the Bell state |Bgo) are

TX®X, £tZQ~Z

Consider an array of qubits, which we denote by A. A cluster state on and
element a of this array is defined by a stabilizer of the form

—1x*® 7 (15.11)

where i identifies a neighbor of a. Stabilizers for an n-qubit cluster state can be
written as

Sy = XDz

S;=zUVxizit  j=23..,n-1 (15.12)
S, = 7/(n=1) x ()

where we use the notation that A0 means the operator A is applied to the j th qubit.
For example, the stabilizers for a 2-qubit cluster state are

S =xVz@ 5 =70x2 (15.13)

For an example let’s find the stabilizer for the state

1
[Y_) = §[|OO) +01) 4 |10) — |11)] (15.19)

Now

1
V-) = CZ|++) = 5CZ(0) + [1)(0) + [1)
= %CZ(lOO) +101) + |10) + |11))

_ %(|oo> +101) + 10) — |11))
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To find the stabilizer, we look for operators that satisfy
AVBACZI++4) = AVBP |y ) =1y

The Pauli operators square to the identity, so CZ = CZI = CZXX. It can be shown
that CZXX = YYCZ, This means that

|Y_) =CZ|++) = CZXX|++) = (YY)CZ|++) =YY |y_)
So YYis a stabilizer. We can aso show that

CZ=CZXI=XZCZ
CZ=CZXI=CZIX =7ZXCZ

Thistells us that XZ, ZX aso satisfy XZ |y _) = |y _), ZX|y_) = | _). Of course,

CZ=CZII=1ICZ

So the stabilizer for the |y _) state is {YY, XZ, ZX, Il }.

ASIDE: ENTANGLEMENT WITNESS

Since cluster states involve entangled states of n qubits where n can be greater than
2, we might ask how can we determine whether or not a multiple qubit state is
entangled? We can attempt to answer this question using an observable known as
an entanglement witness. The way that we can use an entanglement witness W is
to examine its expectation value for a given state |/). If the state is separable, then

(W) = (¢[W]y)>0 (15.15)

Some of the time the entanglement witness will tell us if the state is entangled.
This is when the expectation value is negative

(W)= (y|Wly) <0 (15.16)

Let's examine this in detail for two states. The GHZ state is an entangled state of
three qubits

1000) + |111)

GHZ) =
| ) 7

(15.17)



ASIDE: ENTANGLEMENT WITNESS 323

An entanglement witness is

1
W=ZI—|GHZ)(GHZ (15.18)
11
= 51 — 5(1000){000] +|000) (11| + | 111)(000] + |111)(111])

Next consider the separable state

|001) + |111) |00) + |11)
= - — - - 1
V) ( NG ) < NG )”

Hence qubits 1 and 2 are entangled, but qubit 3 is not. We are interested in what is
the expectation value of W as given by (15.18) for this state We have

(W) = (¢ W)
B <<001| + (111|) W <|001> + |111)>
B V2 V2
Now
|001) + |111) . 1 1
w <T> = [EI — E(|OOO) (000| + |000)(111] + |111)(00Q|
|001) + |111)
111)(111 RN W
+[111)(111))] ( NG )
. <|001> + |111)) B } (|000> + |111)>
B V2 2 V2

So the expectation value is

vy - ((001| + <111|) [<|001> + |111>) 1 <|000> + |111>)}

V2 V2 2 V2
_(001]001) N (111]111)  (111]111)  (001j001) 1
V2 V2 V2 V2 V2
Since
(W) = i>O

N
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we know that the state is separable. What about the GHZ state? In that case

(WYy=(GHZ| (%I — |GHZ)(GHZ|> |GHZ) = (GHZ| (%|GHZ) - |GHZ))
=(GHZ 1GHZ = 1GHZ GHZ) = ! 0
= ( |<—§| >)——§( | )——§<

This result confirms that the GHZ state is entangled. So W seems to be a good
entanglement witness.

CLUSTER STATE PROCESSING

To get an idea of how cluster state computation works, we consider measurementsin

the Z eigenbasis, the X eigenbasis, and the Y eigenbasis. We will do so considering
alinear cluster, that is,

O-O-O-0-O--

In each of the following examples we will apply a measurement to the middle
qubit, which is represented by the third circle from the left. First we do a measure-
ment in the Z eigenbasis. We represent this by writing the operator in the graph

vertex
OO0
N

A measurement in the Z eigenbasis has two effects on the cluster:

o Break the connections (edges) between that qubit and the rest of the cluster.
+ Remove the qubit.

After step one, we have

OO © OO

After step two, the new cluster is

OO OO
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Now consider a measurement in the X eigenbasis

The two steps in this case are as follows:

o Remove the qubit.
« Join the neighboring qubits together into a single logical qubit.

Step one, remove the qubit.
OO OO
NI

Step two, join the neighboring qubits into a single logical qubit.

OO0

The single logical qubit represents 0 with |++) and 1 with |— —).
Finally, we consider processing by measurement in the Y eigenbasis.

OnGs020n0s

The two steps this time are

o Remove the qubit from the cluster.
e Link together the neighboring qubits left behind.

Implementing the first step, we have

OO OO
N
Now we link the two neighbors:

O~ O—0O-0r
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To summarize, we prepare a cluster state by creating an initial product state of
several qubitsin the |+) state. Then we apply controlled phase gates to neighboring
states. Graphically, a vertex or circle represents a qubit in the |+) state, while lines
or edges joining circles together represent controlled phase gates applied between
the qubits that are joined by that line.

Processing can be done with measurements in the Z, X, and Y bases. In each
case, when a measurement is made, we remove that qubit from the cluster. If the
measurement was made in the Z basis, then we break the connections that existed
between that qubit and the rest of the cluster. If the measurement was in the X basis,
we join the neighboring qubits together to form a new logical qubit in the |++ ),
| — —) basis. Finaly, if the measurement is made in the Y basis, we simply join
together the left behind neighbors.

So cluster state quantum computing utilizes single-qubit measurements. Because
entanglement in a cluster state is destroyed by the measurements, a cluster state can
only be used once. For this reason a cluster state computer is sometimes referred to
as a one-way quantum computer.

Example 15.2

A Hadamard gate can be implemented with five qubits in the cluster state model as follows:
We start with the input state

Yin) = [4)%° = [+ + +++)
Then we entangle the five qubits by applying the unitary operator
s®=]Ts
where S is given by (15.4). Last we measure the first four qubits using

XQYQYrYQyYy

EXERCISES

15.1. Apply a Hadamard gate to qubits 1 and 3 of the |y, ) state (15.8), and show
that this results in the GHZ state
1

= 000) + 111
1¥) JEO ) +1111))
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15.2. What is the adjacency matrix for

15.3. If , show that |0) ®|0), |0) ® |1), |1) ® |0) do not acquire a phase under the
action of Sbut that |1) ® |1) acquires a phase of 7.

15.4. Following Example 15.2, describe how to implement a /2 phase gate.
15.5. Arex+ X® X, = Z® Z stabilizers of all the Bell states?
15.6. Write down the stabilizers for the GHZ state:

1000) + 111)

|IGHZ) = N
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