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ABSTRACT

In this work we empirically explore the possibility that people lack
the information to make risk-aware decisions when choosing be-
tween mobile apps, and if given such information would change
their behavior. Specifically we examine the choice of apps by users
when risk information is embedded in the display of apps. Currently,
no such information is readily available. Despite the presence of
permissions information, it is not cognitively feasible to compare
apps on permission, nor security or privacy in current app stores.
One component to resolving this lack of information is the creation
of clear, effective risk communication at time of app selection. One
core test of risk communication is if it influences decision-making.
Here we test indicators that allow users to differentiate the risk
associated with apps, and examine the impact on decision-making
in four app categories. We use an experimental model grounded in
medical interventions, where we add an intervention in multiple
situations (in this case app categories) and compare these to the
pre-existing baseline. The question we address here is not if such
an indicator can be reliably generated, but rather if were clearly
indicated would it make a difference? To answer this we built an
extended Android Play Store that embedded indicators using the
lock icon as a cue. We recruited sixty participants to test the in-
teraction using tablets running the extended store on Jelly Bean.
The Play Store was otherwise unaltered, and included the standard
user ratings, download count, and permissions interface. The result
was that participants systematically choose apps with lower rat-
ings or lesser download counts instead choosing apps with higher
ratings with respect to risk. We compare our results to the users’
behavior in Android Market, indicating that individuals not only
prefer higher privacy with no loss of functionality, but also that
some participants may trade-off functionality for privacy.
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1 INTRODUCTION

There is evidence that privacy and security are both subject to infor-
mation asymmetry, in other words these are lemons markets [4]. In
the smart phone domain, a permissions model is used to provide in-
formation to support informed choice and address this information
asymmetry. These permissions allow access to phone functionality
and user data. Yet, significant research has shown that people do
not understand permissions. If the app market is a lemons market
with respect to security and privacy, this can explain part of this
privacy paradox where individuals cannot distinguish apps based
on their permissions and the associated information risks. If the
current interaction model is inadequate to support permissions-
aware decision making, then the existence of signals can make a
difference in selection of apps.

Choosing to download or use an app can be a simple decision of
evaluating its costs and benefits. The benefits can be said to include
security and privacy. On the other hand, information exfiltration is
part of the cost, for instance through paying via personal data. With
the current interaction design it is difficult for an individual to eval-
uate the security costs and benefits. It is possible to compare apps
based on privacy and security. Yet this requires 1) an understanding
of the permissions model, 2) an understanding of the risk associated
with specific permissions, and 3) the cognitive work to compare
the various options provided in the permissions manifests. One
way to address this is to provide an easy to understand indicator to
distinguish between low risk and high risk apps. We refer to such
indicator as a signal.

To explore the efficacy of such a signal, we developed an Android
Play Store interaction that included risk indicators which are visible
in the listing of apps. We illustrated that this changed the choices
about which apps to install with users handling Android Nexus 7
tablets. With an interaction that provides information about the
permissions aggregated into a single indicator, individuals choose
apps having better safety rating over those with more downloads
or higher app ratings.

2 RELATED WORK

There are strong arguments that people do not understand per-
missions and may change their behavior if provided clear com-
munication. There is also research showing that people accept
over-privileging, and that individual concerns about information
risks do not result in changed behaviors. In this experiment, we
test these conflicting arguments by building on the underlying con-
cept of information asymmetry and providing economic signals.
An economic signal distinguishes between two otherwise indis-
tinguishable choices. Distinguishing between apps today requires



an understanding of the app permissions model, including their
privacy implications.

Currently, risk communication is grounded in access control
using a permissions model. In 2011, researchers at Berkeley found
that even developers do not understand the permissions model [16].
Systematic over-privileging resulted from confusion in permission
naming and permission inheritance. Developers also bundle per-
missions, requesting entire classes when only one permission is
needed. In the case of WiFi permissions, code reuse and popular
but confusing documentation seem to create confusion and risk.
Apps were found to include systems permissions that are refused
in practice by the OS.

Given the complexity of permissions for developers, expect-
ing users to understand them seems optimistic. Rajivan et al. also
found a widespread lack of understanding measured by the ability
to correctly identify the function of a permission using multiple
choice [34]. A common statistic (from Felt’s team in 2012) was that
only 17% of people look at permissions [17]. 17% is the highest
percentage reported in behavioral research since then. For example,
despite 78% of participants indicating that they examine permis-
sions before installing an app, Rajivan et al. found that fewer than
8% actually viewed a permission [34].

Multiple approaches have been proposed to increase user com-
prehension of permissions to improve decision-making. Thus far,
however, the predominate social effect on app downloads appears
to be the importance of download counts as a source for decision
support [24]. Such indicators may be quite misleading, as Morton
found, in both focus groups and a large scale survey. Participants
in both experiments reported by Morton, indicated concerns about
privacy and the conviction that widespread adoption leads to ac-
ceptable privacy and security settings [32].

There is an argument that people will change their behavior
when given simple indicators of security/privacy. Forget led an
investigation into cognitive engagement on mobile devices in 2016.
The team concluded that people need concise, precise, and simple
to use security interactions for these to be effective because of low
levels of user engagement [18]. Using the socially-based icon of
eyeballs, individuals were shown to change privacy behavior when
the feedback was based only on app access to location informa-
tion. [36]. When the eyes were used to indicate general permissions,
the result was quite inconsistent [8]. Later Liccardi et al. used eyes
to communicate a risk score for apps, and to draw attention to
risky permissions [28]. Again there were significant results, but not
consistent significant results across all categories.

Providing aggregate information about permissions requirements
increases users expressions of their awareness of permissions and
associated risks [27]. Vila et al. as well as Milne et al. also argue
that privacy is a lemons market on the web where additional clari-
fying information can change decision-making [31, 41]. Tsai and
colleagues found that clear information about privacy on a web-
site resulted in consumers willingness to pay a premium for pri-
vacy [40]. They found a willingness to pay for items that are widely
considered privacy-sensitive (a sex toy) and items that are not con-
sidered privacy-sensitive (batteries, ones that were not compatible
or related to the toy). Changing a privacy interaction on the web
changed willingness to share information [1, 25].
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Yet the counter argument can be made, that perhaps people
are reasonably unconcerned. It is possible that people will not
respond to privacy signals. Certainly individuals ignore warnings
on desktops [9, 13], so there is no certainty that they would engage
with comparable icons on a mobile phone. For example, the results
of an early investigation of willingness to pay to hide or to prevent
exposure of information is illustrated in the title: “When 25¢ is
too much” [20]. While there were some willing to pay a premium
to hide information, most valued information concealment on the
order of pennies. In later work in the mobile domain, a plurality of
users stated a willingness to accept risk to obtain either the desired
functionality, a free app, or a combination [21].

Consider the cognitive work necessary to compare the various
options provided in the permissions manifests as mentioned above.
In 2015, Acquisti et al. showed that people are cognitive misers
and this applies in security and privacy [2]. This is particularly
important in mobile computing because individuals may respond
differently to actual devices as opposed to a simulated device. Tasks
on tablets and mobile devices are quite likely to have different
cognitive responses than desktop computers. The same task on a
desktop requires more cognitive effort than on a mobile phone. The
simple proximity of an item to a hand increases the likelihood of
response to a stimuli. Such proximity also reduces the speed of
evaluation while increasing the comprehension [43]. Both distance
from the face and the choice of single or double hands changes cog-
nitive response [12], with two hands requiring a lessor interruption
for the same focus. Since a significant component of our experi-
ment embeds comprehension, we choose the more labor-intensive
method of building a functional app store and recruiting individuals
for actual use of the app over the option of a larger sample size in
MTurk.

Our requirements for this research was a consistent, repeatable
rating that could be implemented by any other group wishing to
repeat or extend the research. There has been numerous research
projects to quantify the risk of an app. We can categorize the rating
systems into 4 different systems as described below:

Manifest-based: These projects focus on the permissions an
app requests with regard to the category of its app. For instance, if
a flashlight app asks for access to contacts, it looks as a malicious
activity for these rating systems [7, 38].

Static analysis: In this category, projects focus on analyzing
the source code of an app to identify suspicious accesses to phone
resources [15, 37].

Dynamic analysis: These projects examine apps during run
time, particularly focusing on potential misuse of resources [6, 11,
14].

User intent:In these projects, researchers try to infer the intent
of the user when he/she uses an app and grants a permission [29,
35, 42].

The purpose of building on permissions as a basis for our ratings
was three fold. First, we wanted to use information that is already
provided in the marketplace as opposed to embedding a new stan-
dard or ratings mechanism for risk. Second, permissions provide
information about security and privacy, whereas a privacy-only or
security-only rating would have to be generated by the researchers.
It is reasonable to assume that the mobile team at Android has a
better understanding of risk concerns on their own platform than
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we could develop for this experiment. Third, and most importantly,
we seek to make a contribution about supporting decision-making
in the marketplace. It is not our intention to define the best possible
rating system. The ratings used in this experiment are taken from
Privacygrade project. However, any source of privacy or security
ratings could be used if it is in fact true that these indicators impinge
individual decision-making.

We make no claims about the ratings except internal consistency.
The goal of this research is to evaluate if indicators found to be
significant in previous research would result in changes in app
selection in a realistic Play Store environment. We make no argu-
ments here about this being the optimal rating, as the relationship
between privacy and security risks as well as privacy and security
perceptions of these risk make designing such a rating a difficult
challenge. Our ratings are an internally consistent safety rating.
More locks imply a less risky, more secure and/or more private app
compared to fewer locks.

For the visualization, we choose locks based on previous work.
In addition to examination of specific cues described above Rajivan
et al. implemented pairwise examinations of different risk icons
and padlocks were found the most effective in changing risk-based
decision-making [34].

3 EXPERIMENT DESIGN

Do people change their app selections when provided information
that distinguishes apps based on their permission requests that al-
lows risk comparisons while choosing an app? If there is significant
change in behavior this supports an argument that individuals will
act on permissions if the information is presented in clear, simple,
and timely. Whether the change in behavior is a result of improved
usability or risk communication, the availability of information
in comprehensible, usable, and transparent form is essential to a
functioning market. Risk communication is most effective when
risk mitigation is integrated and immediately actionable. Providing
information while the user is comparing apps makes risk avoidance
cognitively simple.

Our goal was to compare behavior of our participants with the
behavior of participants in the overall marketplace. Thus we al-
tered the store interaction, and asked individuals to select multiple
apps. We rank the apps in the experiment based on the number of
downloads in our experiment and compare them against the rank of
them in the actual Play Store based on their number of downloads.
We selected four categories of apps. We selected apps where the
functionality is almost identical and the use of information is very
consistent across the options (flashlights). We selected apps where
there is great variance in information exfiltration, but still little
difference in functionality (weather), and apps where there is some
variance in information exfiltration and functionality (photos). The
fourth category of apps varied greatly in both functionality and
use of information (games). We had individuals rank the top four
apps by selecting these to install on a tablet provided during the
experiment.

Because of the risks associated with information exfiltration, the
rankings include components of privacy and security. For example,
if a permission to view the photos is used only with personal photos,
then this is a privacy issue. However access to photos if the camera is

used to record payment or identifying then this is a security issue, as
shown by [26]; as well as the practice of preventing mobile phones
from military and other sensitive locations. Sound recordings can be
a privacy violation or a security vulnerability [36]. In the example of
photos, evaluating if the photos are manipulated on the cloud or on
the local phone is itself a research challenge [33]. Additionally, using
preferences within a category inherently mitigates operational
concerns, where permissions that create privacy and security risks
are inherent to the category; for example, photo apps require access
to a camera while weather may not.

Our goal was to determine if people change their choices in
the face of a range of privacy options when these are communi-
cated. Our intent in experiment design was to answer the following
research questions.

RQ1: In the absence of differing risk indicators, is our group of
participants indistinguishable from the Android market as a whole?

RQ2: When the functionality of the apps is the same but the risk
differs, do our participants make choices that are indistinguishable
from the Android market as a whole?

RQ3: When the functionality is different but the risk is the same,
do our participants make choices that are indistinguishable from
the Android market as a whole?

RQ4: When the functionality and the risk both differ, do our partic-
ipants make choices that are indistinguishable from the Android
market as a whole?

In terms of RQ1, for flashlight apps the functionality of the apps
is the same and the use of permissions is similar. Note that we
are not making a statement about the desirability of the patterns
of use of permissions in flashlights, only noting that they have a
leptokurtic distribution.

In terms of RQ2, in weather apps the functionality varies little,
but the safety rating varies significantly.

In terms of RQ3, in games the functionality varies between apps,
and the privacy rating varies slightly.

In terms of RQ4, in the category of apps classified as photos,
the functionality is less self-similar than in the weather category.
Conversely the range of risk ratings varies less than that of the
weather category.

As in RQ1 and RQ3, the safety ratings do not differ much, if our
market is a good representation of actual Play Store, the distribution
of participants’ choices should be similar to the distribution of users’
choices in Google Play Store. In other words, as the security ratings
do not vary, we are not adding information to participants and as
a result we expect the distribution of their choices to follow the
distribution of Google Play Store users. We use the result of these
two research questions to verify our experiment design. In RQ2
and RQ4, we have varying safety ratings. If the distribution of the
participants’ choices differ from that of Google Play Store users, it
means our safety ratings have made difference.

If there is no change in the perturbation of ranking between
these four categories in our experiment versus the Play Store, this
would support the contention that individuals are not concerned
with app risks. (Note the risks which we indicate with the lock



icon are grounded in privacy grade, and based on crowd-sourced
evaluations of permissions.)

If the results of our participants® selection had proven to be
different under all categories then we could make no conclusions.

If there were a greater change when the functionality is the same,
but the risk varies this indicates that people would mitigate risks if
there is no loss in functionality.

If there is a difference between the distributions when there
are differences between functionality and risks, this indicates that
people would mitigate risk even if there is a corresponding loss of
functionality. Recall the basis for comparison is the overall Android
market. The assumption we are making is that the ordering of the
market provides information about the benefit or desirability of the
functionality of the app. That is, we assume that the apps when
ordered by download in the Google Play Store reflect an aggregate
valuation of the app.

In order to evaluate our sample against the existing market, we
choose a Bayesian approach where we can compare the magnitude
of the changes of the distribution, and not simply the likelihood that
a given result is different. A frequentist approach, such as two sided
t test, compares privacy means; with different formulations under
different sets of assumptions. However a Bayesian analysis allows us
to compare distributions and determine the degree and likelihood to
which the distributions are different. Ensuring a robust frequentist
result requires that the sample sets be representative for the results
to be valid for a larger population. This is ideally implemented by
sampling a representative population. Such a sampling of Android
users was not feasible for an academic as opposed to an industrial
research project, instead we integrated into the method the ability
to compare the representativeness of the behavior of the population
when they were given no actionable additional risk information. If
the selections of the participants were significantly different when
there was no variation in the safety ratings, then we could only
conclude that our interaction perturbed behavior with no indication
that there was any risk communication.

That is, we evaluated our intervention as a comparison between
our population and the existing data on Android market behavior.
This is analogous to comparing a medical treatment group to those
receiving a known intervention with well documented outcomes.
In this way, instead of comparing a segment of a potentially highly
non-representative sample we can test if our sample is represen-
tative, as shown in the analysis of RQ3 and RQ1. We can then
determine the level of difference in our populations, as shown in
our analysis of RQ2 and RQ4 (i.e., where the risk ratings differ).
To meet the goal that our population would be somewhat repre-
sentative in terms of computing expertise, we did not recruit any
participants from within the University itself.

As our interest is in the impact of participant decision-making,
we developed an app store with the goal of being cognitively iden-
tical to the current Play Store with the only difference being the
presence of signals about the risk. If there is no change in behavior
then our distribution of apps selected should be the same as the
distribution of apps selected in the Android Play Store. That is, we
should be sampling from a well known distribution and our sam-
ple should be representative. A null hypothesis test would provide
information as to if two samples could be assumed to be same. In
contrast, a Bayesian approach allows us to allocate the likelihood or
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credibility across a range possibilities. Thus we state our research
questions as inquiries for which a range of results is possible, rather
than as null hypotheses.

Every app in the current Android market place has a rating out
of five and apps are presented in order of popularity and match
to the search. The apps were presented in the same order in our
work. To calculate the privacy and security of each app, we use
ratings from privacygrade, a project that falls into user intent cate-
gory [29, 35] . Privacygrade assigns ratings of A to D for different
apps which we convert to 5 to 2 locks. If the app is too new and
therefore it has not been processed by privacygrade yet, the app
will be assigned 1 lock. However, any arbitrary risk rating could be
implemented as long as it is consistent across categories and the
apps within these categories. We added our ratings to an otherwise
identical Play Store and implemented this augmented interaction
on Android Nexus 7 tablets. We recruited a diverse participant
population through outreach at the public library and the Farmers
Market. Our sixty participants chose apps from our alternative Play
Store and are compared against Android Play Store users. With the
users of Android Play Store selecting apps based on user ratings
and downloads, while the experimental group‘s choices reflected
to the information that was then in the Play Store in addition to
our risk communication.

Our system is designed to accept arbitrary ratings as long as these
can be normalized from 0 -5. Our model embeds economics not only
in the conception of the problem in terms of user communication
as economic signaling, but also in the experimental implementation
that assumes that there might be competing sources of ratings based
on the priorities of the user.

It is worth mentioning that we specifically chose to accept fewer
participants in order to have a hand-held interaction, as opposed
to a Play Store interaction on MTurk. We developed a modified
Play Store because of findings from the psychology of decision-
making that show cognitive differences in interactions between
hand-held and desktop devices [12, 43]. We were also informed by
the work of Amrutkar, Singh, Verma and Traynor which illustrated
the differences between security interactions in the web browser
on a desktop versus a hand-held device [5].

)

Privacy/Security Rating

A

Alternative

Playstore M ((('x

Figure 1: Our system overview

The alternative Play Store architecture is shown in Figure 1. We used
Android Nexus 7 tablets with Jelly Bean. We modified a Play Store
that was initially developed as part of ug [30] project. Although
it is no longer maintained, we found it suitable for our needs. It
uses the Google play store APIs to get the data necessary for our
experiment: user ratings, number of downloads, descriptions, app
display, and list of permissions.
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We added the risk rating to the data queries, automated the user
login, changed the GUI to include the risk rating, changed the way
installation worked (which we will talk about later in methodology
section). We made sure that we sent minimal requests to fetch risk
ratings both not to flood the server with duplicate requests and to
optimize the performance of our alternative play store. We save the
rating fetched for a version of a particular app so we do not have
to resend the request.

4 METHODOLOGY

A core design goal was to make the experimental interaction as
close as possible to the actual experience of a user interacting with
the Android Play Store marketplace. The user could search, choose,
download, and install the apps he/she chose to do. But after running
our first pilot experiment we saw that downloading apps was quite
time consuming, resulting in fewer people willing to complete
the entire experiment. In our pilot with local wireless availability
the experiment could take up to 60 minutes (much longer than 15
minutes we had estimated for each participant). This was a function
of recruiting participants off campus, with low bandwidth wifi in
the mall, library, and town square. As a result, we decided not to
download the apps and only show a "successful installation" pop up
as soon as the participant clicked on the download/install button.

The essence of our experiment is asking users to select apps
as if they were to install an app from that certain category and
evaluate the resulting decision in terms of the risk rating (i.e. locks),
download counts, and community rating (i.e. stars). As shown in
Figure 3 the user could have read the permissions before installing
the app using the button below the screen shots of the app.

We asked each participant to select four apps from four different
categories for a total of sixteen apps. We provided the tablet, and
asked participants to use specific search terms for each category.
The categories were Flashlight, Photos, Games, and Weather. To
make sure all the participants saw the same results we ensured that
each participant used the exact same term (i.e. the name of the cate-
gories mentioned above). The experiment was subject to IRB review
and approval. We did not describe the purpose of the experiment as
being grounded in security. Also, we did not bring the participant
attention to the indicators. Our goal was not to inform participants
about risk to observe their choices without priming. We made sure
the participants had prior experience with Android devices. We
also changed the order of categories (flashlights- weather- photos-
games) between participants to avoid biases as a result of the order
of the categories.

When the keyword for each category was searched during the
experiment, participants were presented with many apps to choose
from. We compare installs during the experiment with downloads
from Google’s app store which with identical search results. We
also perform an analysis to see if we have affected users’ decisions.

We had experimental participants make multiple choices to cre-
ate a situation where the participant is given a choice between
less risk or higher ratings/popularity. That trade-off was possible
in categories chosen to answer RQ2 and RQ4 categories (weather
and photos). However, the flashlight category all apps provided
essentially equivalent privacy. The apps in flashlight category had
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Figure 2: Our Alternative Play Store on the left Compared to
Android Play Store on the right

Figure 3: Our Alternative Play Store on the Left Compared
to Android Play Store on the Right

high safety ratings because of the uniformity of permissions use in
that category.

After the participants completed the selection of apps, we asked
them to fill out two surveys to describe their experience with the
marketplace. One of the surveys was a workload task survey, the
NASA task load index [23]. The second survey consisted of demo-
graphic questions and also the participants’ self-reported habits
while installing applications from app store.

5 RESULTS

We had 58% male and 42% female participants. Across all partic-
ipants 22% said they will "almost every time" or "always" check
permissions while installing an app. However, only 7% of our in-
stallations were preceded with a check of an application‘s permis-
sions. This is similar to previous experimental results, as noted
above [34, 44]. A majority (79.6%) of the participants declared they
have refused to continue with the installation of an app because
of its permissions before. In our experiment, there was only one
instance in which a user did not continue with the installation after
viewing the permissions.

If our participants are representative samples of Android partici-
pants then the distribution of selection of apps should match the
distribution of selection of apps in the Play Store when there is no
variance in the risk ratings.

In the survey we asked about participant’s priorities when in-
stalling apps, 48% of the participants prioritized an application’s



features over other criteria for choosing apps. The criteria partic-
ipants could choose from were: ads, permissions, rank, reviews,
friends’ suggestions, popularity, features, and design.

The Play Store is generally considered easy to use. Would the
addition of this information be overwhelming or confusing? We
used the NASA TLX instrument to evaluate if there was significant
cognitive load in using our experimental marketplace [22]. Only
one person reported the workload of this app store as being “quite
demanding”. Overall 78% of the participants found it easy to work
with our Play Store. That is 78% of participants ranked the task of
choosing apps as not demanding, not frustrating, low effort, low
temporal demand, and easy to accomplish the task. For obvious
reasons we did not include the query about the task being physically
demanding.

Play Store Rank and App Name | Downloads | Locks
1. Super-Bright LED Flashlight 38 5
3. Color Flashlight 34 5
2. Tiny Flashlight + LED 26 5
4. Brightest Flashlight Free 20 4
10. Flashlight Galaxy S7 16 5
9. Flashlight Galaxy 16 5
5. Brightest LED Flashlight 15 5
11. Flashlight 12 5
6. High-powered Flashlight 11 5
12. Flashlight Widget 7 5
7. FlashLight 6 5
13. Flashlight for HTC 5 5
8. Flashlight 3 5

Table 1: Flashlight Category by order of Downloads in the
Experiment: Apps Rank in the Play Store, Downloads in the
Experiment, and Safety Rating (locks)

The weighted average risk ratings of the flashlight apps in the
Play Store is 4.94. While this number was 4.90 among the choices
of participants. The weighted app ratings were 4.52 and 4.51 for the
store and the experimental participants, respectively.

Play Store Rank and App Name Downloads | Locks
1. Google Photos 39 5
8. PhotoDirector Photo Editor App 25 5
5. Photo Lab Picture Editor FX 24 5
9. Gallery 23 5
4. Photo Editor Pro 20 5
11. A+ Gallery Photos & Videos 19 5
5. Photo Collage Editor 17 5
3. PhotoGrid & Photo Collage 15 5
10. Toolwiz Photos - Pro Editor 13 5
6. Photo Editor Collage Maker Pro 9 5
red2. PicsArt Photo Studio & Collage 3 3
7. Phonto - Text on Photos 1 5

Table 2: Photos Category by order of Downloads in the Ex-
periment: Apps Rank in the Play Store, Downloads in the
Experiment, and Safety Rating (locks)

Behnood Momenzadeh and L Jean Camp

The average risk rating of the photos apps in the Play Store is 4.69.
The weighted average risk ratings of the choices of participants was
4.97. The weighted app ratings were 4.39 and 4.41. Essentially in
the case of photo apps, the distribution of app ratings and risk was
such that individuals could mitigate risk without sacrificing any
benefits. In Photos, participants chose more secure apps over other
more popular apps with more downloads, more familiarity, and
more popular design. Specifically, PicsArt Photo Studio and Collage
were selected by only 3 of our participants in our experiment for
the Photos category while it was the second ranked app in terms of
number of downloads with this search term in Google Play Store.

Play Store Rank and App Name | Downloads | Locks
2. Fruit Ninja Free 39 5
1. Subway Surfers 23 5
8. Super Smash Jungle World 22 5
5. PAC-MAN 20 5
13. Wheel of Fortune Free Play 16 5
7. Color Switch 15 5
4. Piano Tiles 2™ 15 5
3. slither.io 12 5
6. Rolling Sky 11 5
9. Block! Hexa Puzzle 4 5
10. Flip Diving 3 1
16. Battleships - Fleet Battle 2 5
11. Snakes & Ladders King 2 5
13. Board Games 1 5
14. Best Board Games 1 5
12. Checkers 1 5
15. Mancala 1 3

Table 3: Games Category by order of Downloads in the Ex-
periment: Apps Rank in the Play Store, Downloads in the
Experiment, and Safety Rating (locks)

The weighted average risk ratings of the games apps in the Play
Store was 4.93. The weighted average risk ratings of the choices of
participants was also 4.93. The weighted app ratings were 4.43 and
4.34 for the store and the experimental participants, respectively.
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Play Store Rank and App Name Downloads | Locks
1. Weather - The Weather Channel 40 4
2. AccuWeather 31 5
5. Yahoo Weather 27 5
10. MyRadar Weather Radar 27 5
11. Weather Underground 19 5
6. Weather by WeatherBug 16 3
4. Weather& Clock Widget Android 14 4
6. Transparent clock & weather 11 3
12. NOAA Weather Unofficial 7 4
15. Weather Project 5 1
8. Weather, Widget Forecast Radar 3 4
14. Weather Project 2 1
13. iWeather-The Weather Today 2 1
3. Go Weather Forecast & Widgets 5 4
9. Weather 1 4

Table 4: Weather Category by order of Downloads in the
Experiment: Apps Rank in the Play Store, Downloads in the
Experiment, and Safety Rating (locks)

The weighted average risk ratings of the weather apps in the Play
Store was 4.26 and 4.25 for our participants. The weighted average
app ratings was 4.39 for both Play Store users and experimental
participants.

The trade-off between risk and ratings/downloads is particu-
larly clear in the Weather category, where the most popular app
was the same for both cases but those rated as safer were chosen
next in our experiment over more popular but more risky apps.
The over-privileged apps like Go Weather Forecast & Widgets were
systematically rejected by our participants.

Comparing results show that in 2 (Photos and Weather) out of 4
categories, participants chose safer apps over apps with more down-
loads. The Bayesian analysis shows that Games and Photos have
a significantly different distribution than those downloaded. Both
analyses show that when there was little difference in safety rating
or app functionality, our participants’ results were not distinct from
random sample from the Play Store marketplace.

The two categories in which there is a noticeable difference
between the results from our experiment and the play store are
the categories chosen to answer RQ2 and RQ4. On the other hand,
the two categories in which our results were similar to that of the
Android marketplace are the two categories related to RQ1 and RQ3
answers. Recall that RQ1 and RQ3 are chosen to check the validity
of our experiment as an accurate representation of the android
marketplace when the risk ratings do not vary significantly. RQ2
and RQ4 are chosen to verify the variability of the participants’
choices from that of the Android marketplace users in the presence
of various risk information.

In the mobile market permissions control access to user data
and phone functionality. When forced to make a trade-off between
risk and benefits, individuals with simplified indicators may choose
lower benefit and safer options, as shown in the choices for weather
and photos.

It appears however, when there is one choice with far more
downloads, that will still be users’ top choice.

From the results of this and previous work [34] we can observe
that providing risk information did not consistently affect the par-
ticipants decision about a dominant app. We see that risk ratings
did not affect participants’ first choices in choosing Weather - The
Weather Channel. This was still the participants’ top choice despite
being identified as being more risky.

The average app ratings for the top 5 choices of our participants
and the average app ratings for the top 5 choices of the Play Store
are quite similar. When app ratings are similar participants choose
apps with better safety ratings over apps with more downloads
which might mean that with the same quality, participants will
choose security over popularity.

6 ANALYSIS

The classic human subjects experiment is an A/B test which gives
two sets of data. The means of the two groups are compared, usually
using a post-hoc Tukey (pairwise comparison). We include these
results for each category for the ease of comparison with other
work. The Kruskal-Wallis shows the significance of Differences
in Weighted Means of Risk Ratings for the four categories which
are, in order, 0.005 for Games; 0.53 for Flashlights; 0.02 for Photos;
and 0.28 for Weather. The results of this comparison shows the
significance of the differences between the mean risk rating of apps
chosen by those using our experimental Play Store and the mean
risk rating of apps chosen through the actual Android Play Store.

These results are not a substantive analysis, but like a bar chart,
provide an illustrative introduction to the analysis below. Not sur-
prisingly, the Flashlight category shows the smallest difference as
the most popular Flashlights already have safety ratings of 5. Thus
the difference between those with and without preferences infor-
mation was not significantly different. A naive means comparison
would indicate that the risk rating actually decreased. However, the
analyses below show that in fact our participants distribution of
flashlight choices was statistically indistinguishable from those in
the larger Play Store.

This result and the following analysis (along with participant
recruitment from public places while excluding computer scientists)
provides evidence that our sample was not somehow exogenously
distinct from the Android marketplace.

As was shown in the data description above, Weather was notable
in that a few low security apps which are popular in the Play Store
were rejected in the experiment. We also noted that The Weather
Channel remained highly rated despite its relatively aggressive use
of permissions and associated lower rating.

The Photos group of applications was significantly different.
The Photo apps show difference in terms of functionality. With
Flashlights and Weather reports, there is limited difference in the
apps, however in Photos category, functionality of various Photo
management apps can be different.

Figures 4- 7 show the results from a Bayesian analysis. The value
of a Bayesian analysis in this case is that there is rich information
about the distributions of the apps individuals actually choose
in the Android Play Store, as opposed to differences in means.
Our goal is to compare the behavior of the participants using this
augmented interaction with the behavior of participants who use a
normal Play Store. The use of the overall market as a comparison
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is grounded in the objective of developing a system that alters the
order and selection relative to the normal Android marketplace.
From a Bayesian perspective, we have high confidence and a well-
informed prior distribution of the selection of apps under the normal
condition. We use that distribution of known app selections as
our prior, we then test to determine if the apps selected in our
experiment are likely to have arisen given that known distribution.

Consider that we are seeking a bias in participants’ decision-
making. Imagine if we were testing dice to see if these were biased.
We would take the tremendous prior information about the patterns
of dice (e.g., one in six to get a particular number on a six-sided
die). We would then roll our die and compare this against the prior
distribution to determine if there were biases. Here, we are seeking
to determine if there is bias when risk varies in a category.

We calculated a region of practical equivalence (ROPE) based
on a Highest Density Interval (HDI) of 95%. The comparison is
between the behavior of our experimental sample as opposed to
the behavior of people using the normal Android Play Store. (Other
terms used for ROPE include indifference zone, smallest effect size
of interest, or clinical equivalence.) The results are similar to those
of the means comparison above. There are no assumptions about
normality, or distribution, but unlike the means test a Bayesian
approach evaluates all the distributional parameters (e.g., standard
deviation) not only means.

In the case of the Flashlight apps, there is almost no variance of
functionality. There was very little variance in privacy ratings. The
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Figure 7: Regions of Practical Equivalence - Weather (RQ2)

choices of Flashlight app in our experimentation group was statis-
tically indistinguishable from a random sample of the selections
made in the larger Play Store.

Specifically, the flashlight region of equivalence is such that per-
fect random chance, 50%, is nearly at the center of this distribution.
The Flashlight selections are indistinguishable from the true Play
Store selections which verifies that in the absence of differing risk
ratings our participants’ choices were indistinguishable from those
of a random sample of Android users.

The Weather result is significant. Unlike with a single variable,
it is possible to observe the distribution of likely parameters. Thus
95.4% > 95%, the graph illustrates the distribution over the param-
eter values. So by observing values within the HDI there is some
difference between the distribution of apps selected by the exper-
imental group and those normally selected in the Android Play
Store.

The dominance of the most popular Weather app, with a risk
rating of four, results in a slight skewing of the results. The overall
mean of the difference between Weather apps with risk showin
in Figure 7 shows very little overlap between the distribution of
selected weather apps under a Bayesian comparison with the Play
Store and by our participants. Kruskal-Wallis difference in means
had a p value of 0.28. (Note that Kruskal-Wallis examined the dif-
ference of the means, while a Bayesian approach considers the
likelihood in the context of all the possible distributions.) That
is, the means difference was not significant however the overall
distribution can be statistically distinguished from random chance.

The difference between Photos and Weather shows that both
are significant, but that difference has decreased with this analysis
compared with the means comparison above. Instead of 4.8% of the
possible parameters which could explain the results being outside
of the ROPE, the HDI is 96.1%. Thus we can be confident that in
the case of Photos, there was an effect from the addition of the lock
icons to distinguish between apps with higher and lower risk.

The Games category result also shows less significance than
Photos and Weather category. Notice that the values of credible
parameters are highly skewed, both in the prior and in our results.
This reflects the uncertainty discussed above, where we note that
there is a wider range of Games with the same safety ratings.

7 DISCUSSION

In general, it is necessary for consumers to have clear and correct
information at the time of purchase for a market to function [4]. We
applied these long-established principles to the design of decision
support in the selection of apps.
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The very existence of a demand for privacy is contested. If there
is no desire for privacy, then increasing the transparency of a deci-
sion will not change the decision. If the manner in which privacy
information is provided is not usable, then it will similarly be ig-
nored. We built on previous work in usable security and decision-
making in security to create a theoretically grounded interaction.
The research questions illustrate that there was no a priori certainty
that additional information about privacy would change download
decisions.

Previous research has examples where information about risk
has been unwelcome or counter-productive. Studies in risk com-
munication have shown that individuals find risk more acceptable
if the exposure to the risk is voluntary; and the individual exposed
is capable of mitigating the impact of it [19]. That is, shifting the
nexus of control may increase aggregate risk-taking. This response
is called the ‘control dilemma’ [10]; that is the perception of control
increases data sharing and longitudinal exposure may increase mit-
igating activity [39]. The fact that individuals have already chosen
an Android device may imply that the endowment effect impinges
their decisions. This would mitigate risk concerns in purchases, as
shown in the case of known privacy breaches [3].

In order to address these questions in terms of mobile apps,
we asked the research questions described above. First (RQ1) can
we confirm that our group of participants make choices that are
indistinguishable from the Android market users as a whole when
presented with apps with the same kind of functionality and the
same risk ratings? We used the Flashlight category for this purpose.
In this category the functionality of all apps is arguably the same
and the safety ratings are all identical.

Our next question (RQ2) is if the participants would make dif-
ferent choices compared to that of Android market users in the
presence of various risk ratings with the same app functionality.
For this question, we used weather category. In this category, func-
tionalities are similar but the risk ratings varied significantly.

Next, we ask (in RQ3) if our participants’ choice is indistinguish-
able from Android market users when the functionality is different
but the risk ratings vary slightly. We use games as the category to
answer this question.

Our last question (RQ4) is that how comparable are our par-
ticipants’ choices to that of Android market users when we have
relatively varying functionalities and quite different risk ratings.
We used the photos category in which functionality was less similar
than that of the apps in the weather category. The risk ratings also
vary.

If there is no change in ranking between these four categories
in our experiment versus the Play Store, this will support the con-
tention that individuals want free apps, and app benefits outweigh
app risks.

If there were a greater change when the functionality is the same,
this indicates that people would choose privacy if there is no loss
in functionality.

If the largest difference in the distributions occurs when there
is the option to trade functionality for privacy, this indicates that
people would choose safer apps even if there is a corresponding
loss of functionality.

8 CONCLUSIONS

In this paper we developed a Play Store interaction to test the
possibility that risk communication affects app choices. We did
this by providing information that allowed consumers to easily
distinguish between an app that was high risk (indicated by low
safety, and few locks) or low risk (indicated by more safety, and
more locks). Our contributions are an indication that if consumers
are provided information about risk, and marketplace options that
allow them to choose risk over popularity, enough people will do
so as to change the marketplace dynamics.

Specifically, we altered the Play Store to include risk ratings. We
then recruited sixty participants to select four apps in each of four
categories. We compared the resulting selections with the ratings
to the prior distribution provided by the real world. Specifically, we
compared the risk ratings and the user ratings of the apps selected
by our population using the distribution of selections as an informed
prior. In terms of the Flashlight app, our risk ratings had a very low
standard deviation and a high mean. There was not an effective
option for a risk/benefit trade-off. The statistical analysis indicated
that our Flashlight results were indistinguishable from a random
sample from the larger Android population.

In Weather apps the ranking and selections were different. How-
ever, the overall mean was not statistically different. The Weather
Channel, with a lower safety rating, remained by far the most
popular app. The distribution of selections was not what was pre-
dicted by the prior. So the mean did not change, but the ranking in
marketplace show evidence of change.

The Photo result showed a difference in means and in rank-
ings, with participants choosing higher safety as opposed to more
popularity.

The Games results also show less significance than Photos and
Weather category which can be a result of relatively similar risk
ratings.

Future work in this arena includes the addition of other types of
interactions, to verify the changes. In addition, future work will in-
clude a comparison of the our tablet-based Play Store and the same
interaction of Play Store used on MTurk. Our goal is to embed the
Play Store into a large number of participants’ phones and observe
changes. We seek a partner with this infrastructure. We were moti-
vated by a belief that our risk communication could result in safer
app choices, overall decrease in information exfiltration and over
permissioning. This would decrease the aggregate vulnerability of
the Android ecosystem.
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