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Abstract

We present the first stages of a system that tracks customarstore with
the goal of activity analysis. The ultimate goal is to pravaitool for making
various marketing decisions. In this paper, we focus ondiwdével process-
ing methods for determining the position of the customenh@store. We
present a method to extract the low-level head coordinatbe further used
for tracking customers in the crowded situations. The dligor relies on the
knowledge of image vanishing points that are used to comgttanishing
point projection histogram” as well as to extract camerécation parame-
ters. Vanishing points and scale factor can be computed thvithhelp of a
simple interactive interface that we also present in thjsepa

1 Introduction

Modern businesses are relying more and more on automatsdesaf their customers’
behaviors for making optimal marketing decisions. Onemetrend is to give customers
discount cards that can be used to track the detailed pwetistories of customers so that
the restocking decisions can be optimized locally. Anoth@mple is product placement
on the shelves. This is typically influenced by a variety otdas one of which is customer
shopping habits. Customer interest or, in other words, howtattention customers pay
to a particular product on the shelves could be importanis @an be inferred from how
much time they spend at a particular location looking at tieh&s, possibly picking up
products and examining them, etc. The goal of our systemadnmeito analyze the activity
of the customers in the stores from video clips obtained ffiged cameras mounted on
ceilings. The advantage of this particular task comparetth¢osecurity applications is
that the analysis need not be real-time. This means that weleploy more complex
algorithms, off-line, and yet gather information abouttonser activity and behavior that
will help with the business decisions of a store or company.

With this motivation in mind, we have implemented some téghes as the first stages
of a system that will do customer activity analysis in videgjgences. We have imple-
mented the low level extraction of foreground figures (comrs). We have also created a



method that utilizes camera calibration information fardlizing the customers’ head in
the image as well as the customers’ locations in the store.filhscale tracking system
and analysis of customer activity is left for future work.

In the videos taken with a stationary camera, backgroundration is a primary
technique used to extract the foreground pixels. Stagisbiackground modeling based
on color distortion has been presented in [7], but a singlemfier each pixel is unlikely to
account for the noisiness of the background in the changinganment of the store. Our
attention has also concentrated on the methods that usetarenof gaussians to model
each pixel [10]. These methods are superior to the singléalitg approaches, yet they
operate on the fixed number of modalities which fails to cahpnsively accommodate
the noise and artifacts created by video compression, suttedDivX algorithm [8].

To create the initial estimates for any tracking algoritlserme form of head position
estimation has been used in related works. In [6, 14, 13]¢hntcal projection histogram
was computed to reliably establish the location of headiicktes. The vertical projec-
tion is simply a count of the foreground pixels along theizattcolumn. Operating under
the assumption that the humans present in the scene areuptigét walking or stand-
ing position the authors extract the local maxima in whategpp to be the top of the
blobs contour. Although the aforementioned approach shpyasising results with the
horizontally looking camera, we make an argument that itlvélprone to significant dis-
tortion in the case of ceiling mounted camera if the cametansic parameters are not
accounted for.

That was the reason we have decided first to consider the aanfermation, which
would help us determine where the top and bottom of the bodyraeach point in the
image. Substantial work exists in the field to try and use ttenes constraints such as
perpendicular planes or parallelopipedal structures terdene the camera model [12,
11]. Parallel structures are easy to come by in the man-madeoament of the store.
We have implemented, based on the work of Criminisi et. altid method to extract the
vanishing points. The method relies on marking in the imageparallel lines in 3D, and
requires the least expertise from the user.

2 Outline of the Method

Our method consists of four major steps (figure 1): (i) backgd modeling and subtrac-
tion, (i) camera modeling, (iii) head candidates detagtiand (iv) human height mea-
surement. The output from the background subtraction idbithary foreground map as
well as an array of foreground blobs, each represented asc@2idur. Camera calibra-
tion provides next stage of the system with the location @iisking pointsvVy, Vy and
V7 as well as the scale factor.

3 Component Description

In this section we will describe the major parts of our methrochore detail.
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Figure 1: Major components of the algorithm (dotted boxésrr® future work)

3.1 CameraModd

While building realistic human body models during the higlesel tracking stages of
the system, it is important to work in 3D scene space. To aptismthis, intrinsic and
extrinsic camera parameters must be obtained in order to tiam image space to scene
space. Many man-made environments contain rectilineactstres in the scene. We have
used algorithms that extract vanishing points from the iesagf parallel lines in such
rectilinear scene structures.

All parallel lines in the image converge in the so-calledishimg point [5]. We are
interested in finding the vertical vanishing powit as the center of intersection of the
lines which point in the vertical direction. Two lines ardfiuient to findVz, but in a
noisy environment it is beneficial to consider more linesdoi@ve higher accuracy in the
location of the vertical vanishing poiMz. This is computed as the centroid of the inter-
section points of the images of all the 3D vertical lines. um application environment
there is an abundance of man-made rectilinear structurtssweitical lines that can be
used for that purpose (isles, boxes, markings on the floorsdand windows).

In the calibration phase, a number of lines, parallel in spae designated manually
with a help of a simple point and click interface (figure 2)ckéine is represented as two
endpointse; = [x1,y1] ande; = [x2, y2]

Prior to computing the vanishing point all line endpoints eonverted into the homo-
geneous coordinates with the origin in the center of the Bﬂiggg], wherew andh are
the width and height of the image in pixels, respectivelye Bhaling factor is set to the
average of image half-width and half-heiglt+ h) /4 for better numerical conditioning.

& = Daxgyix g, wh)/2)
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Then in homogeneous coordinates each line can be compusettass-product of its
endpointd = € x €,.

The 3x 3 “second moment” matriM is built from an array of lined; andV;z is
computed from the solution &fl by singular value decomposition as the eigenvector that
corresponds to the smallest eigenvalue [2].
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Figure 2: VZ can be found by manually Figure 3: Marking the objects of known
marking two or more vertical straight height to determine the scale
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3.2 Background Modeling and Subtraction

Video sequences from the in-store surveillance cameraareently compressed with
MPEG-like algorithms, which normally create a periodicsgbn the level of a single
pixel. We have incorporated a multi-modal statistical lmaokind model based on the
codebook approach implemented in [9] with a number of impnognts.

Each pixel in the image is modeled as a dynamically growingjareof codewords,
a so-called codebook. A codeword is represented by: thegeqrixelRGB value and
by the luminance rangk,,, andly; allowed for this particular codeword. If an incoming
pixel is within the luminance range and within some proxjnait RGB of the codeword it
is considered to belong to the background. During the mazbpliaition stage the values
are added to the background model at each new frame if theie risatch found in the
already existing vector. Otherwise the matching codewsmpidated to account for the
information from the new pixel. Empirically, we have estabéd that there is seldom an
overlap between the codewords. However if this is the casepore than one match has
been established for the new pixel, we merge the overlapgmdgwords. We assume that
the background noise due to compression is of periodicaireatTherefore, at the end
of training we clean up the values (“stale” codewords) tlaatehnot appeared for periods
of time greater than some predefined percentage frames bé&ilearning stage as not
belonging to the background. For this as outlined in [9], wefkin each codeword a
so-called “maximum negative run-lengtMRL)” which is the longest interval during
the period that the codeword has not occurred. One additimreefit of this modeling
approach is that, given a significant learning period, itdsessential that the frames be
free of moving foreground object. The background model elearned on the fly, which
is important in the in-store setting.



As a further enhancement we eliminated the background itegastage as such to
enable our system to operate dynamically. This was done thiypadheage parameter to
each codeword as the count of all the frames in which the codkhas appeared. Now,
we can start background subtraction as soon as the majdrityeccodewords contain
“old-enough” modalities. Typically, around 100 frames i test sequences presented in
section 4 were enough for reliable detection of the foregdonbjects. This improvement
also allows us to perform the removal of “stale” codeworddquiically and not as a
one-time event. Now, to determine the “staleness” of a codéwve consider the ratio
between itdMNRL and it overallage. We have found that when employing “stale” pixel
cleanup for the heavily compressed sequences the lengtieafadebook required to
encapsulate the background complexity within one pixebigally under 20 codewords.

Additionally, we store the number of the last frame numbgg in which the code-
word was activated (i.e. it matched a pixel). To make our rhdgeamic, we discard the
codewords that have not appeared for long periods of timghadan be computed as the
difference between the current frame afjgl; for any given codeword. Such instances
are indicating that the interior has change, due to possildtationary object placed or
removed from the scene, thus causing our model to resteudyuramically.

The binary mask after background subtraction is filtereth wibrphological operators
to remove standalone noise pixels and to bridge the smad! b may exist in otherwise
connected blobs. This results in an array of blobs creategevbach blob is represented
as an array of verticeb;, i = 1,...,n in two-dimensional image space. The vertices
describe the contour dffin which each adjacent pair of verticesandb; is connected by
a straight line.

3.3 Finding Head Candidates

The surveillance cameras are typically mounted on thencgithore than ten feet above
the ground. This can be advantageous in discriminatingragghumans within a crowd.
The head of a human will have the lowest chance to be occlutletkfore we pursued
the goal of finding head candidates - points that represerbtts of the heads in the blob.
In this section, we describe our approach in more detail.

To generate human hypotheses within a blob detected in greesee have used a
principle similar to that of the vertical projection histagn of the blob. Our novel method
utilizes information about the vanishing point location @&ain from the camera during
the calibration stage. The projection of the blob is donea@lmays going through the
vanishing point instead of the parallel lines projectingoothe horizontal axis of the
image.

In our implementation each foreground blob is representedraarray of contour
verticesT; (see figure 5), converted to homogeneous coordinates astaEbm section
3.1. For each our method starts af; and counts the number of pixelg along the
line ri = Tj x Vz coming through the vanishing point, obtained earlier as glacamera
calibration process.

Thenr; is rasterized by Bresenham'’s algorithm. Notice ¥ais an ideal point which
can sometimes fall out of the image boundary or even be sifiattan infinity (in the case
that the 3D parallel lines are also parallel to the image glamherefore we needed to
modify the rasterization algorithm to stop as soon as itheathe image boundary 9,
whichever comes first. Note that there is no risk of the prespseading to adjacent blobs,
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because the foreground mask is rendered for each blob feoroittour independently.

The process continues even after the end of the foregrogioirés reached, which
can be defined as the first non-foreground pixel, to allowrfgwartant contour concavi-
ties, such as arms as well as gaps that are due to cameraagissde the line originating
from Py in 5). The last foreground pixel reached in such a mannerrisidered a bottom
candidateB; and the count of foreground pixels betweEnandB; is recorded into the
histogram biri. The rays wher@; = B; are discarded as coming from the “underside” of
the contour.

Resulting from this is our vanishing point projection higtamH = [h;]. We attempt
to isolate local maxima in the histogram in two steps. Fitst,valueh; is considered a
local maximum within a window if it is greater or equal Bf of its neighbors on either
side (figure 4 shows as an example the window of BMze 5).

h zhﬂj=ii$

Because this may result in a number of neighboring verti¢esith equal values oh
selected as local maxima, we merge all such peaks withinwietdow M and use their
average as a candidate. Notice that to represent the cyatlicenof the contour for the
leftmost and rightmost bins the neighbors are wrapped ardwm the end or the be-
ginning of the histogram correspondingly. Typically thendow size can be determined
as the total number of bins in the histogram divided by theimarm amount of candi-
dates allowed with one blob. This number is set normally f®>ta 10 depending on the
average complexity or “crowdedness” of the scene. Aftes fiage all the local peaks
hi < max,(hn)/2 are further removed to ensure that we are only considenagértices
from that correspond to the upper parts of the body.

3.4 Human height detection

Utilizing the same interactive approach used to obt4in(figure 5) we also have found
Vx andVy (see section 3.1 for more details). Note that for a statippnamera this cali-
bration procedure has to be performed only once for theeeniiteo sequence, assuming



the environment does not change. In the same manner (figuttee3d)ser can designate a
number of vertical linear segments of known height (e.gsisthelves or boxes). Using
the heights of the reference objects to compute the projesttale and knowing the po-
sitions in the image of head candidates with their corredpmnfloor locations we have

employed the approach from [4, 3] to find human heights inioesters.

4 Resultsand Discussion

We have tested our approach on a number video sequencesvimdifterent cameras
(figure 7 (a)-(f)) mounted in a retail store chain and on thbliply available CAVIAR
dataset [1] (figure 7 (g)-(I)). Some sample frames and resflthe head candidates
detection as well as height estimation from the test videpuseces are presented in
figure 7.

One of the most frequent cases of detecting false positiassoscurring when there
was not enough frames allotted for the background acquisithd therefore some people
standing were interpreted as part of the background. Whese gheople later moved, not
only the moving person but the pixels where she used to staktected as a foreground
objects. The background subtraction approach has giveth igzoilts even under extreme
lighting conditions (see (i) and (j) in figure 7).

Analyzing falsely detected head locations, we see thaethes primarily due to the
video compression artifacts influencing the backgroundraation process. Neverthe-
less, the algorithm has shown robust performance with ti@fgiant levels of illumina-
tion noise, under the low-quality, real-life capturing ddions.

The false negative head candidates were primarily due tod¢asons. First, parts of
the foreground region become separated from the body ortsnesea part of the shadow
is considered as a separate body, and this causes a falsgatand be detected (see (k) in
figure 7). We believe that human shape modeling may help $bisg@roblem. A second
factor that badly influences the detection is when the heegla@ pronounced enough
to create a local maximum in the histogram (see (I) in figure THis problem can be
attended in the future by color and texture analysis witheltilob.
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Figure 6: Algorithm performance evaluation. This graphvehohe number of frames
when 1, 2, or 3 heads were detected. The true number of heads is



To partially evaluate the quality of the results we have yred a number of detected
head candidates in the sequences with two people, that ve¢eetdd as a single blob
(Figure 6). The evaluation shows that the outputs from outhous can be used at the
initialization stage of tracking algorithm. To further éwvate the quality of our method
candidate hit/miss and average error analysis based arctwidinates may be required.

5 Future Work

We intend to further extend the method in a number of ways. €etcoming of the
proposed head candidate detection scheme is that it wiltisotiminate between the
projections of the bodies superimposed on top of one andttiex heads have a signifi-
cant overlap. To make the method fully applicable for compleenes where sometimes
a large group of people may be represented after backgralntchstion as a single blob,
we plan to combine this approach with the foreground coldrtarture analysis. Imagine
a scenario where one person’s silhouette is included ast@fpanother human contour.
By detecting the facial color or head outline we can imprdwe probability of correct
head detection.

To build upon the results presented here we plan to implettentuture stages of
tracking and activity recognition shown in figure 1. Havirlgtained the image coordi-
nates of the head and the foot poiiitsand B; and knowing the three vanishing points
and well as scaling coefficients, the camera fundamentafibmedn be obtained thus
rendering tracking in 3D space possible. Specifically weiterested in localizing the
position of each customer on the floor plane. This kind ofkirag will provide a wealth
of information of marketing oriented customer activity bsés, such as customer flow
in designated isles or areas. Another outcome is detectiegte that show “lingering,”
when the customer is stopping for a prolonged amount of timfeoint of certain items
or sections. Combined with the customer counting cametalied at the entrance this
method will allow to compute the percentage customer digtion in the different areas
of the store as well as provide important clues into the “eosion rate” analysis (the
ratio of the amount of purchases to the total number of custe)m
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Figure 7: (a) - (I) Head candidates from test frames. Lefigenis the original frame. On

the right image red represents foreground mask, small ldatk indicate the locations
of T; and B;; blue ellipses are fitted witi;B; as the major axis; (m) and (n) Height
detection: brown plates contain height mean and varianoesdich ellipse



