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Abstract

In this paper we describe a new level for the ap-
plication of non-linear magni�cation transforma-

tions. The transformations are applied at the
image-space level, composed of discrete pixels in

a discrete domain. This domain o�ers a broad

range of applicability to visualization tasks, and

can serve as a \visualization front-end" to any
graphical display. These techniques make use of
increasingly available graphics hardware to pro-

vide a highly interactive viewing and magni�ca-
tion environment.
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1 Introduction

The problem of limited screen space is becom-
ing more signi�cant as current computer systems

and applications become increasingly graphics
oriented. Although screen sizes of 1280 � 1024
are not uncommon, they are still not large
enough to display many complex visual scenes.

Conversely, as screen sizes become larger, more
amounts of information can be placed on a sin-
gle screen with the potential for overloading the
user. General purpose techniques to enhance vi-

sualization of some screen area(s) could allow the
user to better focus on areas of interest. These
concerns are of particular importance for visually

impaired users, who often have di�culty viewing
the contents of a screen.

A wide variety of magni�cation techniques { far

beyond the conventional magnifying glass { can
be used to alleviate these problems. This pa-
per will discuss principles and implementation
of general purpose non-linear magni�cation tech-

niques which provide for continuous levels of
non-occluding magni�cation across a variety of
domains.

In section 3, we briey discuss some general tech-
niques for non-linear magni�cation transforma-
tions. In the following sections, we will show

how special computer graphics techniques can be
used to apply these transformations to a speci�c
{ and very broadly applicable { set of visual-
ization tasks. Special graphics hardware is be-

coming increasingly available which allows these
techniques to be applied in a highly interactive
user-oriented fashion.

2 Levels of Application

There has been much work in the Visualiza-
tion/HCI community involving application of

non-linear (�sheye, hyperbolic, distortion) mag-
ni�cation techniques to di�erent domains. Most

of the work involves the application of these tech-
niques to discrete objects in a continuous coordi-
nate space, before the objects are rendered (the
most common examples involve some instance of

graph visualization). We refer to this method
as an application of non-linear magni�cation in
render-space.

In this paper we will show that there is another
level at which these techniques can be applied:
image-space. Here we are applying the transfor-

mations to discrete pixels in a discrete coordi-
nate space. At this level there is no concept of
\objects" to be rendered, other than individual
pixels. Instead we are applying the transforma-

tions to objects or scenes which have already been
rendered.

The image-space techniques presented here are

not intended to supplant the render-space tech-
niques, but rather to add another level at which
visualization can be enhanced through non-

linear magni�cation transformations.

3 Magni�cation
Transformations

In this section we briey describe some issues and
techniques for magni�cation. The discussion is
provided largely as a basis for following sections.

3.1 Linear Transformations

The most familiar magni�cation technique in-
volves the application of linear transformation
functions as shown in Figure 1. The result of

these transformations is a constant level of mag-
ni�cation across the domain, very much similar
to what someone would perceive through an or-
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dinary magnifying glass. Such techniques have
an advantage of providing a close analogy to fa-

miliar experiences for the user, however certain
limitations are inherent with this approach:

Figure 1: Magni�ed View of Boris Yeltsin's
Nose

� The user is forced to create a mapping be-
tween disjoint levels of resolution in the im-
age. While it can be argued that the user
will already be somewhat familiar with this

task, it can also be argued that very rarely
in the real-world does our perception of ob-
jects follow this type of behaviour: when
viewing a physical object, our levels of per-

ceived detail tend to follow a smooth con-
tinuum, rather than jump in and out to dif-
ferent levels of resolution.

We would like to implement a system which

more naturally mimics the continuous lev-
els of detail o�ered in real world systems.
The user should be able to gradually draw
closer to areas of interest (thus increasing

the resolution) and move away from areas
of disinterest (decreasing the resolution).

� If the magni�ed representation of some area
of the screen is to appear in some other part
of the screen (i.e. a separate window), then

the user will be forced to make abrupt tran-
sitions on two cognitive/perceptual levels to
tie the representations together. The �rst

transition is spatial: the eyes (and possibly
input devices) will have to move from the
normal resolution version of the image to

the higher resolution version. The second
transition is that of resolution, the user will

be forced to create a mapping between the
displayed levels of resolution.

� If we attempt to use in situ linear magni�-
cation techniques, where the magni�ed im-

age sits on top of the normal resolution im-
age, then we introduce an additional prob-
lem, that of occlusion. Because of the linear
nature of this magni�cation, the magni�ed

representation of an image must necessarily
be larger than the non-magni�ed represen-
tation, the result of this is that the mag-
ni�ed image will block neighboring areas of

the non-magni�ed image, so that the user is

no longer able to see the entire image (at any
resolution) without moving the magnifying

area to see what is underneath it.

3.2 Non-Linear Transformations

In order to overcome some of the problems with
constant magni�cation, several di�erent non-

linear (or distortion-based) magni�cation trans-
formations have been developed. These systems
all share the properties of enhanced local reso-

lution with some preservation of global context.

Fisheye zoom [2] [12] is perhaps the most widely
known example of such a technique, although

many other systems have been developed, includ-

ing piecewise linear approximations. Leung and
Apperly [8] provide an overview of some of these
techniques. Here we briey present a few ways
in which non-linear transformations can be ap-

plied e�ectively. These examples are illustrated
by showing the e�ect of such a transformation on
a regular grid of points. Many other transforma-
tions are possible and have been implemented.

Vertical: For some applications, a simple mag-
ni�cation in only one dimension is useful.

For example, magni�cation in the vertical
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Figure 2: Vertical, Radial and Orthogonal
Transformations

dimension can allow for laying out large
text �les into a single tall and narrow frame
which can be scrolled through. Figure 3
shows a simple example of how a structured

text �le that would normally require several
screens to display can be laid out in a single
screen [5]. Another example of a text view-
ing application using uni-dimensional mag-

ni�cation (with multiple focus points) can
be found in [4].

Figure 3: Simple Text Viewing

Radial (Fisheye): The �sheye lens e�ect
can be produced by transforming the ra-
dius component of the polar coordinates of
points within the domain. This transforma-

tion preserves angles relative to the center
of the magni�cation image, and the �sheye
e�ect is familiar to most users, providing a

ready analogy for the user to relate to. A
single magni�cation parameter controls de-
gree of magni�cation in all directions.

Orthogonal: This transformation is the re-
sult of applying the transformation to the x

and y components of a point separately, thus
making the magni�cation in one dimension
orthogonal to magni�cation in other dimen-
sions. This transformation preserves hori-

zontal and vertical lines within the domain,
and also allows for independent control of
the magni�cation parameters for the x and
y axes.

Di�erent levels of dimensionality are present in

the vertical (1D), radial (1.5D), and orthogonal
(2D) transformations. This will be relevant in
our discussion of discrete domain characteristics

in section 5.

3.3 Combined Linear/Non-Linear

A major bene�t of linear transformations is that
they produce relatively distortion-free zooming
(when the magni�cation factor is the same in

both dimensions, although aliasing e�ects may
still be present). For example, a user viewing
textual data would usually prefer to see the let-
ters at the area of maximal magni�cation with-

out the distortions presented by non-linear trans-
formations.

Figure 4 shows two examples of combining lin-
ear and non-linear transformations. In the left
image, constant magni�cation is applied to a
rectangular area, and the surrounding points are

transformed by an orthogonal non-linear magni-
�cation. In the right image, constant magni�-
cation is applied to a round area, with the sur-
rounding points being treated by a radial non-

linear magni�cation. In both cases we are able
to combine the best properties of linear (distor-

tion free) and non-linear (non-occluding) trans-

formations. A fuller discussion of techniques for
combining linear and non-linear transformations
can be found in [7] and in [13].
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Figure 4: Combining Linear and Non-Linear
Transformations

3.4 Bounded Transformations

Often it is the case that we do not want the
transformation to apply to the entire source do-
main, but would rather perform non-occluding
magni�cation on some sub-area of the domain,

constraining the transformed points from that
sub-area to the same sub-area (to avoid overlap).
This allows for a localized, non-occluding magni-

�cation which can be moved over the source do-
main. This localization o�ers the bene�ts that
the global context now remains more static, and
does not change as the center of the magni�ca-

tion is moved. Figure 5 shows examples of ap-
plying constrained domains to the same transfor-
mations described in section 3.3, compare these
results with Figure 4. Techniques for producing

bounded transformation are discussed in [7].

Figure 5: Bounded Transformation Domains

3.5 Compound Transformations

There are many di�erent ways in which multiple
transformations can take e�ect simultaneously
on a given domain. Figure 6 illustrates instances

of three di�erent approaches. These are briey
described below, and more fully in [7].

Maximal Ray Clipping: produces a par-
titioning of the domain space similar to
Voronoi diagram partitioning methods from
computational geometry [11]. The e�ect of

this technique is a partitioning of the space
in which each transformation has its own
\domain of inuence", and none of the par-

titions overlap each other.

Weighted Averaging: produces a smooth

contour representing the average of multiple
transformations. However changes to one
transformation are not localized with this
method, and all points in the domain will

be a�ected.

Composition: gives the e�ect of a stack of
lenses layered on top of the display, each of
which can be controlled independently.

Figure 6: Clipped, Weighted Average, and
Composition Transformations

3.6 Filtering Transformations

Independent of the complexity of the transforma-
tions employed, it is often useful to have a single
mechanism for determining the degree to which
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the warping transformations are to take e�ect.
This can allow the user to smoothly zoom be-

tween the warped and unwarped representations
of the space being displayed. Such functional-
ity can be provided through a simple �lter as
described in [7]. Figure 7 shows an example of

changing the �lter parameters to alter the degree
of the e�ect of several transformations simulta-
neously.

Figure 7: Filtered Transformations

4 Image Magni�cation

All of the transformations discussed so far have
been described in terms of transforming a grid of

points. In this section we will discuss how such
transformations can be used to transform pix-
elized images. Such images might be ordinary gif
or jpeg �les, however they can also be any other

pixel format, such as the general screen data de-
scribed in section 6.3. The primary mechanism
used for this is texture mapping, wherein pixel co-

ordinates in an image are mapped to coordinates
de�ning a surface. As the surface coordinates
change, the image changes correspondingly. The
image that is used in this process is called a tex-

ture, and the individual pixels of the texture are
called texels (texture pixels). Texture mapping
is a well known technique which is described in
most graphics texts such as [1].

Figure 8 shows a texture being mapped onto
a regular grid of points de�ning a at, square

surface. In �gure 9 we transform the grid with
a combined linear/non-linear radial transforma-
tion producing non-occluding at magni�cation

of the image and show the �nal image without
the grid (see also color plate 1). Figure 9, also

illustrates that the transformation function used
does not take into account destination window
boundaries, and small areas of the image can
sometimes be clipped. The simplest solution to

this problem is to create a narrow \bu�er region"
around the image into which the image can be
expanded.

Figure 8: Mapping Images onto Regular Grid

The left-most image in �gure 10 shows an ex-
ample of aliasing, where magni�cation of pixels
causes \jaggies" and interference patterns to de-

velop (see also Colour Plate 2). This is the result
of a single pixel in the source image being applied
to more than one pixel in the destination image.
For cases where accuracy of pixel representation

is paramount, such aliasing is desirable. Sev-
eral di�erent anti-aliasing methods are available
to help smooth out the magni�ed image, with
the implementation described in this paper lin-

ear interpolation can be used to set destination
pixels to be some linear combination of neighbor-
ing source pixels when the image is magni�ed.

This linear texture magni�cation [14] will reduce
the amount of aliasing, but may result in inac-
curacies in the magni�ed image. This primitive

6



Figure 9: Distortion of Grid and Texture

anti-aliasing is more useful with images where

dithering or anti-aliasing techniques were applied
to the original image.

Figure 10: Nearest and Linear Texture Mag-
ni�cation

5 Continuous/Discrete Domain
Characteristics

For tasks such as graph visualization, the domain
consists of discrete objects in a continuous co-
ordinate space, and (in general) adjacencies be-

tween nodes can be maintained through render-
ing of edges directly between them, regardless
of the type or level of distortion introduced by

magni�cation transformations. For this reason,
graph visualization tasks are very amenable to

non-linear transformation techniques, and there
are many graph visualization systems which take
advantage of this [2], [12], [10] and [6].

However, for discrete coordinate spaces (such
as the texture mapping applications presented
in this paper), adjacency requirements become
more of a concern. This is particularly the

case when linear/non-linear combinations or con-
strained boundaries are introduced. In these
cases, boundaries between areas of di�erent

transformations must be carefully thought out to
preserve adjacency information. The basic task
is to ensure that all mappings between areas gen-
erate boundary conditions which are consistent

with the other transformation functions that are
used. Referring to �gure 11, we can say that the
boundary conditions at the perimeter of a region
of magni�cation A should be the same for both

f(A) and g(� A).

A f(A)

~A
g(~A)

Figure 11: Boundary Conditions

With these considerations in mind, we can see

in Figure 12 and Colour Plate 3 (particularly in
the top left quadrant of each image) that the
radial transformation is well suited to circular
bounded domains, as both transformations (do-

main and magni�cation) only involve transform-
ing the radius component of the polar coordi-
nates, and produce the same boundary condi-

tions. However, we can also see a problem pre-
sented when combining the orthogonal magni�-
cation and rectangular domain transformations.
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Here the values are not the same for the two
transformations at the perimeter of the rectan-

gular boundary, with a resulting distortion.

Figure 12: Circular and Rectangular Bound-
ary E�ects

In general, it is simpler to enforce consistent
boundary conditions when the transformations
apply to only a single variable. Thus transforma-

tions of lower dimensionality (as described in sec-
tion 3.2) will be easier to construct constrained
domains for.

6 Applications

6.1 Map Viewing

Non-linear magni�cation transformations are
particularly well suited for tasks such as map

viewing, where occlusion of neighboring areas is
not desirable. As �gure 13 shows, the radial
transformation allows the viewer to follow streets
from the magni�ed portion of the map to the un-

magni�ed portion without having to deal with
any discontinuities. This property of preserv-

ing lines between magni�cation zones is unique

to non-linear image magni�cation, and would be
particularly useful for such tasks as visualization
of contour maps as shown in �gure 14.

Figure 13: Street Map Magni�cation

Figure 14: Contour Map Magni�cation

6.2 Text Viewing

Xdvi is a commonly used tool available on
Xwindows systems for viewing the output of
TEXtypesetting programs. Because of limita-
tions in screen size and resolution, xdvi is not

able to display an entire page at the resolution
of a postscript printer. To allow for higher reso-
lution views of the page layout, xdvi provides a

pop up magnifying glass, �gure 15 shows a typi-
cal example of this magnifying glass in use.

Figure 16 shows an application of non-linear

magni�cation to the screen output of the xdvi
program. While this example does illustrate
high-levels of non-occluding magni�cation, it
also points out an important di�erence between

xdvi's magni�cation and the non-linear magni-
�cation of the xdvi screen output. When xdvi
magni�es portions of the page, it has access to

the higher resolution representation of the text,
and will be able to more accurately �ll in the
details at higher levels of magni�cation. When
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Figure 15: Xdvi Normal Magni�cation

we perform true screen magni�cation on the out-
put of xdvi (as in �gure 16), the magni�cation
routine has no access to the higher resolution

representation of the text being displayed. This
is a limitation of the data access method, which
could be resolved by applying the magni�cation

at the render-space level rather than solely in
image-space.

Figure 16: Non-Linear Magni�cation of Xdvi
Output

6.3 General Screen Viewing

As mentioned previously, these techniques can
be applied to more than just image �les. Any
pixelized data can also be used for the mag-

ni�cation. In particular, it is possible to grab
and magnify arbitrary regions of the screen with
these techniques.

Figure 17 shows an example of such a program
in use. As the user moves the mouse over dif-

ferent areas of the screen the program grabs a
rectangular region around the mouse, performs
the non-linear magni�cation of the pixels, and
displays the result in the magni�cation window.

The viewer is then able to treat the texture that
was grabbed from the screen as if it were an or-
dinary image �le, altering the transformation(s)
that are applied to it.

Figure 17: Screen Magni�cation

This result suggests a completely general pur-

pose technique for applying non-linear magni�-
cation transformations to the output from any

program. Although the current implementation
does not yet support in-situ screen magni�ca-

tion, such functionality is certainly possible (al-
beit highly platform dependent).

This allows us to think of screen magni�cation
as a post-processing phase, which applies to pro-
gram and/or windowing system output. Pro-
gram designers should be able to easily add an

invisible \magni�cation window" to their pro-
grams which will rest on top of the other win-
dows, and provide the user with a magni�ed,
non-occluding view of areas of interest. In ad-

dition, it should be possible to incorporate such
functionality at the windowing system level, de-

signing interfaces which provide the user with

in-situ non-occluding magni�cation of any arbi-
trary region(s) of the screen, without requiring
modi�cation of existing programs.
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7 Implementation

All of the examples discussed in this paper were
implemented with the FAD 1 toolkit developed
by the author, which allows for construction and

application of non-linear magni�cation transfor-
mations (both interactively and programmati-
cally) over a wide range of domain types.

The FAD toolkit uses OpenGL [9] to implement
the texture mapping used for the image magni-
�cation. OpenGL is widely available on many
platforms, and appears to be emerging as the in-

dustry standard library for sophisticated inter-
active graphics programming. Furthermore, it is
increasingly common to see desktop computers

and workstations which o�er hardware acceler-
ators for OpenGL routines such as 3D viewing
and texture mapping.

The development platform for these tools is a
Silicon Graphics Crimson Reality Engine (150
MHZ MIPS R4400 CPU). The Reality Engine
o�ers hardware support for texture mapping. In-

teractive frame rates using texture mapping to
magnify a 512 � 512 image on a surface de�ned
by a 32 � 32 point grid average approximately

65 FPS.

8 Conclusions

In this paper we have demonstrated how non-

linear magni�cation techniques can be applied
in the image-space domain. This domain puts
additional constraints on which transformations
are \useful" (e.g. boundary consistency con-

straints), and also does not o�er all of the power
possible in render-space transformations, since
the data has already been rendered, and the
transformation routine has no access to the orig-

1FAD == Future Acronym in Development

inal objects in the domain.

However, we have also shown that this transfor-
mation domain o�ers bene�ts in terms of very
broad applicability, allowing non-linear magni-
�cation techniques to be applied to any data

which has been rendered into a set of pixels.
Such broad applicability o�ers great potential for
the realization of visual enhancement techniques
which are application and program independent.

In e�ect this provides a \visualization front-end"
which can be applied to any existing visual rep-
resentation.

9 Further Work

Procedural texture mapping o�ers the potential
for a more powerful class of transformations,
which lie somewhere between the image-space

and render-space techniques. This approach

could allow the transformation to have some ac-
cess to the data underlying the image when nec-
essary.

Some OpenGL implementations allow sub areas
of a given texture to be replaced with new tex-
tures. This could allow for higher resolution tex-

tures to be inserted into the magni�ed areas of an
image. This multi-level texturing o�ers intrigu-

ing possibilities for the visualization of inherently

hierarchical data.
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