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Abstract

Knowledge management depends on effedive methods for
cgpturing knowledge in useful forms and making it
available when needed. Eledronic concept maps provide a
promising representation for knowledge models that can be
developed dredly by the experts themselves, but the
flexibility of concept mapping raises questions of how to
suppat the knowledge modeling processand to standardize
its results, in order to fadlit ate future examination and re-
use. We describe ongdng reseach onthe use of case-based
ressoning methods to suppat the knowledge modeing
processthrough poadive retrieval of relevant prior concept
maps, in order to provide suggestions to aid the cncept
map generation process The seledion d relevant concept
maps relies on an agorithm that combines textua and
topdogicd analysis. We describe the dgorithm and present
an example that ill ustrates concept suggestion groceduresin
the Mars exploration damain.

I ntroduction

The task of knowledge management is to cgpture useful
knowledge and make it available in a usable form when it
is nealed in the future. Succesful management of expert
knowledge depends on the aility to elucidate the experts
understanding o a domain, to represent that understanding
in a form that suppats effedive examination by dhers,
and to make the encoded knowledge accesble when
nealed. A central question for both reseach and pradiceis
how to cepture and represent the needed knavledge. One
approach isto develop carefull y-crafted knowledge models
in a structured and standardized form, which maximizes
the usefulness of cagptured knowledge for automated
procesing bu requires considerable involvement by
knowledge engineas to mediate knowledge modeling.
Ancther approad, at the other extreme, is to aleviate the
knowledge aguisition buden by simply allowing experts
to enter the knowledge they chocse, as textual passages to
be retained withou further processng. This approach
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simplifies knowledge cature, but at the st of usabilit y—
the resulting texts may be difficult for future users to
understand and apply. This position paper proposes a
midde gproach, aimed at providing wsable knowledge
while ontrolling the knowledge agquisition buden:
Exploiting Al methods to develop intelligent systems to
suppat knowledge modeling, in order to empower domain
experts to diredly construct, navigate, share, and criticize
rich knowledge models.

We ae developing intelli gent suppat tools to help experts
represent their knowledge in a structured form, and to
refineit in dstributed collaboration with ather experts. Our
approadh combines interadive todls for concept mapping
(Novak and Gowin, 1984 with retrieval techniques from
case-based reasoning (e.g., Kolodrer, 1993 Ledke, 1996
Watson 1997. In the cmbined approach, concept
mapping povides methods for knowledge capture,
representation, refinement, and examination; case-based
reasoning techniques—taking advantage of the knowledge
in the models themselves and contextual information
gathered from the expert’'s navigation through them—
provide mechanisms for storing and retrieving relevant
prior concept maps for the expert to consider. This in turn
provides the foundation for experience-based suppat for
the expert’s process of seleding important concepts and
relationships to include. The goal isto provide scaffolding
for experts building their own concept maps, consulting
and critiquing prior concept maps, and linking their own
concept maps to athers. The projed aims to develop
proadive suppat for knowledge acces comparison, and
re-applicaion, as well as automatic suppat for the
development and standardizetion d concept map
representations. This paper summarizes key issues and
initial methods for this framework. The goal of this work
is to suppat knowledge cature and sharing aaoss time,
through case-based ressoning, as well to suppat
distributed knowledge sharing throughaccess integration,



and comparison d concept maps, cases, and aher forms of
multi media information acossthe Internet.

Background

Case-based reasoning is the process of leaning and
reasoning by cegpturing and reusing lesons from analogows
prior experiences (Kolodrer, 1993. The proficiency of
case-based reasoners comes from having the right cases,
being able to accessthem at the right times, and being able
to apply them in the right ways. Becaise human experts
frequently remember, gather, compare, and reason from
spedfic examples, they often find CBR to be a natural
methodfor suppating knovledge cature and sharing. As
additional experiences or lesons are stored in the CBR
system, they form a growing corporate memory to capture
colledive experience and make it avail able when needed in
the future. Case-based reasoningisreceving considerable
current attention in knowledge management and lessons
leaned systems (for a sampling o papers on this subjed,
seeAha @ da. (1999 and Aha & Weber (2000).

1sev - Local

Case-based knawvledge management systems often capture
information in puely textual form. This fadlitates
knowledge cature, but may obscure the structure of the
models being recorded, making it difficult to identify or
compare key fadors and relationships. Other systems use
caefully-crafted structured representations, at the st of
requiring significant intervention and effort by knowledge
engineas. We ae investigating concept maps (Novak and
Gowin, 1984 as a medium for knowledge models that are
useful but also tradable for the experts themselves to
build. Concept mapping is designed to tap into people’s
internal cogntive structures and externalize mncepts and
propasitions. A concept map is a graphicd display of
concept names conreded by dreded arcs encoding
propasitions in the form of simplified sentences. When a
concept map is generated in an eledronic form, nodes in
the concept map may also be aciated with multimedia
information to suppdement and clarify itstext, asill ustrated
in the sample oncept map shown in Figure 1. Concept
maps appea similar to semantic networks and conceptual
graphs, but are not constrained by syntadic rules and have
no asxociated semantics. They were developed as a
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Figure 1 A concept map for the M ars exploration domain.
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pedagogc device for use by humans “sketching ou”
concepts, rather than as a forma device for use by
ressoning engines, and have recaved much use in
educational settings for e€ucidating, sharing, and
comparing knavledge.

Eledronic concept maps provide an elegant representation
of an expert’'s domain knavledge in a browsable, sharable
form, easily understood by dhers, and the ‘“informal”
nature of concept map representations enables them to be
generated by the experts themselves. This makes them a
strong candidate method for dired entry, examination, and
sharing d experts knowledge. For example, concept
mapping toodls from the Cogntion Ingitute & the
University of West Florida (http://cmap.coginst.uwf.edu)
have been used for applicaions sich as the aedion at
NASA of a large-scde multimedia CD and web site on
Mars (http://cmex.arc.nasa.govicmaps/Mars200Q (Figure
1 shows an example from this CD). These todls aready
provide the caability for distributed knawledge
construction and access over the Internet, but they
currently provide no automated suppat for retrieval of
relevant prior concept maps or other intelli gent suppat for
the @mncept map generation rocess

Towards Proactive Concept Map Retrieval

Relevant prior concept maps can be avaluable resourceto
the user who is cgpturing rew knowledge, refining dd
conceptudizaions, or seeking to better understand a
domain. In ou view, the dfediveness of concept map
retrieval tods depends on their ability to anticipate which
concept maps are relevant and automaticdly present them
to users when needed. Simply providing wsers with a
query fadlity is insufficient: As has previousy been
observed by ouselves and ahers, users may na use the
query fadlity, in order to avoid the dfort of querying, or
may missuseful information by nd querying at the right
times.

Retrieval Issuesand Approach

The successof proadive retrieval methods depends on the
availability of contextual information (e.g., Budzik and
Hammond, 2000, making context extradion a aucia
issle.  We ae investigating the hypahesis that by
monitoring the use of concept mapping tools andthe user’s
navigation throughexisting maps, it is possible to gather a
rich body of contextual information to gude retrievals.
Our previous work has given promising results on wsing
concept map information to focus retrieval in a domain-
spedfic retrieval applicaion (Cafiaset a., 1999.

A centra issue for concept map retrieval is how to
recognze the similarity of related concept. Related
concept maps can be represented in many dfferent ways,
requiring the similarity assssment/retrieval process to
efficiently reacgnze the similarity between isomorphic

concept maps, despite differences in their layouts. CBR
reseach provides a wedth of approaches to buld onfor
retrieving cases with structured representations. Because
of the mputational cost of matching structured
representations, one promising methodisto use atwo-step
process inexpensive prefiltering to sdeda likely
candidates, followed by more subtle (and expensive)
analysis of the seleded cases (Gentner, Forbus and Law
1995. To summarize feaures for inexpensive initia
matching we ae investigating approaches based on
Kleinberg's (1998 agorithms for topdogicd analysis of
graphs (previoudly applied to identify important nodes on
the web), which efficiently infer feaures such as “hub
nodes,” or “centers of adivity.” These nodes can be
computed at storage time for ead concept map, to provide
a weighted set of concepts to describe eat map. These
sets can then be matched against the aurrent map, for fast
filtering to find maps with similar important concepts.

Applying Topological Analysisto Concept Maps
Topdogicd analysis can be gplied to the analysis of
concept maps to describe the relative arangements of their
concepts.  The hypaheses underlying ou use of this
method are (1) that the topdogy d the mncept map can
convey useful information to determine the role of eath
concept in the whole map, and (2) that the topdogicd
roles of concepts in the map can be usefully summarized
acording to a smal set of dimensions. Our
charaderizaion scheme describes concepts acarding to
four node types:

e Authorities are oncepts to which ather concepts
converge. They are the nodes that have the largest
number of incoming links arriving from “hub
nodes.”

* Hubs (centers of adivity) are the concepts that
have the largest number of outgoing links ending
at “authority nodes.”

* Upper Nodes generally correspond to those that
appea at the top o the map when it is presented
in a graphicd representation. In general there is
one main concept in ead concept map spedfying
the main topic.

* Lower Nodes are generally the ones that appea at
the bottom of the cncept map in a graphicd
representation.

We sgciate to ead concept four weights, a-weight, h-
weight, u-weight and |-weight representing the degree to
which the concept belongs to the cdegories mentioned
above. Once these weights are mmputed, they remain
static unless the topdogy d the ancept map changes.
Thus eath concept’s role in a cncept map can be
charaderized using orly its asoociated weights, and the
roles concepts play in different maps can be cmpared by
comparing their weights.



Cmap Concept Description Algorithm

We have developed an O (n°) algorithm for charaderizing
concept map nodks, and are now testing it with promising
results. Thisagorithm cdculates weights as follows:

1. For ead concept c in the set of concepts CMap,
set a-weight(c)=1, h-weight(c)=1, u-weight(c)=1,
and [-weight(c)=1.

2. Normalizeweights such that

w(c)? =1

cLiCMap
w}{ a-weight ,h—-weight,
u-weight | ~weight}

3. Compute

h-weight(p) = gla—weigh Q)
(p,q)dLinks
4. Normalize h-weights as described in step 2
5. Compute

a—weight (p) = h-weight (q)

(g, p)0Links

6. Normalize a-weights as described in step 2

7. Repea steps 3 to 6 uriil a fixed pdnt for the
functions a-weight and h-weight is readed. This
requires at most [Cmap| iterations.

8. Compute

1 if -[q,p)0OLinks

u-weight(p) = [0 glu—weight(q)2 otherwise
g, p)0Links
9. Normalize u-weights as described in step 2
10. Reped steps 8 and 9 uril a fixed pant for the
function u-weight is readed.
11. Compute

1 if =0(p,q)0dLinks
I-weight (p) = | —weight (q)2 otherwise
p,q)0Links

12. Normalizel-weights as described in step 2
13. Reped steps 11 and 12 unil afixed pant for the
function [-weight is readied.

This algorithm is based on the scheme presented by
Kleinberg (1998, which assciates weights to nodks in
terms of their roles as authorities or hubs. However, it
adds the cdculation o two additional weights, u-weights
and |-weights, which, as mentioned ealier, reflead the
relative position d a ancept in a graphicd representation.
These provide important information for comparing
concept maps, becaise nodes higher in the oncept map
representation tend to be aswciated with the topic of the
concept map.

Using the Concept Map Descriptionsfor Retrieval

Given the charaderizations of the individual conceptsin a
map, we obtain the similarity degree between two concept
maps m, and m, by comparing them as follows. First, we
use simple keyword comparisons of node labels to
cdculate asimilarity value used to determine how closely
individual nodes in the two maps correspondto ead cther,
by the following formula:

KW(rnl'mZ): |kp n kq ||jN(p) DW(q)
(p,q)m; xm,
where k, and k, represent the sets of keywords associated to

the concepts p and q respedively.

Finally, the similarity metric S between entire @ncept
maps is computed as foll ows:

S(m;,m,) = ch 0K, (my, m,)
w{ a-weight ,h-weight ,
u-weight ,| —weight}

where the values assciated to the ¢'s determine in which
weight caegories we want to focus. For example, we can
%€t Caweign=0.5, Chweight=0.5, Cuweign=0, aNd Cruagn=0 if We want
to stressmatches between concepts that have ahigher rank
as authorities or hubs.

Based on the described similarity metric the test system
retrieves a set of maps smilar to the target. Asdiscussd in
the following sedion, correspondences between individual
nodes in similar maps suggest spedfic concepts relevant to
those aurrently being edited by the user, enabling the user
to suggest links from those @ncepts as paosshiliti es for
new linksin the airrent map.

Applying Proactive Retrieval to Aid
Generation of Sharable, High-Quality
Concept Maps

The @mncept mapping processis intended to give maximal
freedom to clarify and communicae the expert's
potentially idiosyncratic understanding. However, this
leaves the user with little guidance &ou how to buld a
concept map, increasing wser effort and complicating later
retrievals due to dverging representations for similar
concepts.  Automatic retrieval of relevant prior concept
maps can help aleviate this problem, by presenting
suggestions based on similar maps during concept map
generation. We seethis method as playing two main roles:
Helping gude the user towards (1) posdsble fadors to
consider and (2) cendidate terminology to use for those
fadors.

Using the previous retrieval techniques, we have been
testing link and concept suggestion procedures in the Mars
domain, using a body d over 150 concept maps on Mars
as a sample cae base. Given a mncept map in progress
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Figure 2 A partial concept map for the Mars domain.

our test system automaticdly retrieves dmilar prior
concept maps, and suggests links and nodks from thaose
maps for the user to consider adding to the aurrent map.
For example, for the sample map shown in Figure 2, and
the adive node “Space misdons to Mars,” the system
suggests five alditional links and the @ncepts that they
point to in similar prior maps, to gve ideas for possble
additions. Thelinksare “include — Rusdan and aher non
US misdons,” “are daming toward - sample return,” “can
be launched every — 26 months,” “will eventualy lead to
— human exploration,” and “may include - airborne
platforms.” Each o these suggests types of elaborations
that may be relevant to the development of the new
concept map.

Conclusion

This paper describes ongdng reseach on applying case-
based reasoning techniques to proadively retrieve relevant
prior concept maps and povide suggestions during the
knowledge modeling process to suppat experts as they
diredly build, share, compare, and revise rich knowvledge
models represented as concept maps. Integrating concept
mapping and CBR promises benefits in increasing the
pradicdity of cgpturing rich knowledge, by helping to
share knowledge relevant to the knowledge modeling
process and suggesting concepts and links to consider. In
addition, by fadlitating access to relevant stored
knowledge models, it can provide the oppatunity to refine
prior knowledge models in light of new lesons and
perspedives.
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