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Abstract

In traditional views of knowledge management,knowledge capture is seenasprimarily knowl-

edge acquisition, capturing knowledge that already exists within the expert. This thesis proposes

an alternative approach, “knowledge extension,” based on the premise that a knowledge model

evolves from coordinated processesof knowledge acquisition and knowledge construction. In this

view, it is crucial to support experts' construction of new knowledge asthey extend existing knowl-

edge models. This dissertation develops and evaluates arti�cial intelligence methods to facilitate

knowledge extension, especially in the context of knowledge modeling via concept mapping. The

problem of supporting knowledge extension raises two research questions: First, how can topic

descriptors be algorithmically extracted from concept maps, and second, how to use these topic

descriptors to identify candidate topics on the Web with the right balanceof novelty and relevance.

To addressthesequestions, this thesisdevelops the theoretical framework required for a “topic sug-

gester” to aid information search in the context of a knowledge model under construction. Finally,

it describes and evaluates EXTENDER, an implemented support tool based on this framework.

The proposed algorithms have beendeveloped and tested within the framework of CmapTools, a

widely-used systemfor supporting knowledge modeling using conceptmaps. However, their gen-

erality makes them applicable to a broad classof knowledge modeling systems,and to Web search

in general.

viii



Contents

Acknowledgements v

Abstract viii

1 Introduction 1

1.1 Concept Mapping for Knowledge Modeling . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Issuesand Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Overview of Proposed Techniquesand Contributions . . . . . . . . . . . . . . . . . . 6

ProcessingNon-Standardized Structured Representations. . . . . . . . . . . . . . . . 6

Automatic Context-BasedTopic Search . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4 Road Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Knowledge Modeling Support 14

2.1 Perspectiveson Knowledge Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

ix



The Evolution of Knowledge Acquisition Tools . . . . . . . . . . . . . . . . . . . . . . 16

Concept Mapping and the IHMC CmapTools . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Intelligent Support Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Intelligent Aides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

SuggesterSystems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 Aiding Knowledge Extension in CmapTools . . . . . . . . . . . . . . . . . . . . . . . 36

Suggesterfor Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Suggesterfor Propositions, Concept Maps and Multimedia Resources. . . . . . . . . 38

Suggesterfor Relevant Topics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Integrated SuggestionPresentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 Modeling Concepts and their Descriptive Power 45

3.1 Conceptsand Cognitive Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Knowledge Representation in Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Descriptive Theories of Knowledge Organization . . . . . . . . . . . . . . . . . . . . . 47

Externalizing Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3 AssessingConcept Descriptive Power in ConceptsMaps . . . . . . . . . . . . . . . . 50

Applying Topological Analysis to Concept Maps . . . . . . . . . . . . . . . . . . . . . 50

Connectivity Root-DistanceModel (CRD) . . . . . . . . . . . . . . . . . . . . . . . . . 52

Hub Authority and Root-DistanceModel (HARD) . . . . . . . . . . . . . . . . . . . . 54

Path Frequency Model (PF) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

x



4 Context-Based Topic Search 61

4.1 Information Retrieval and Web Search . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Recall and Precision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

The ClassicalView of Descriptors and Discriminators . . . . . . . . . . . . . . . . . . 63

New Challengesfor Information Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . 65

Web Mining and Topic Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 A Framework for Topic Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Using Hyper graph Representationsfor Documents and Terms . . . . . . . . . . . . . 75

Document Descriptors and Discriminators . . . . . . . . . . . . . . . . . . . . . . . . 77

Similarity and Co-occurrence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Topic Discriminators and Topic Focus . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Topic Descriptors and Topic Exhaustivity . . . . . . . . . . . . . . . . . . . . . . . . . 82

A Summary of How EXTENDER Applies the Dual Notions . . . . . . . . . . . . . . . 83

5 The EXTENDER System 85

5.1 EXTENDER's ProcessingCycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.2 Goals for EXTENDER's Topic-Generation Strategy . . . . . . . . . . . . . . . . . . . . 88

Summary of How the Goals Interact . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.3 Searching for Novel but Related Material . . . . . . . . . . . . . . . . . . . . . . . . . 89

Search Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xi



Curiosity Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.4 Generating Cohesive Topics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Clustering Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

EXTENDER's Clustering Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Clustering Ar ound Medoids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

A Co-Clustering Algorithm Tailored for EXTENDER . . . . . . . . . . . . . . . . . . . 100

An Illustrative Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.5 Topic Extension Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6 Evaluation 114

6.1 Effectsof Structure on Term Importance . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

Fitting the Models to the Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2 Dynamic Extraction of Topic Descriptors and Discriminators from Unstructured

Text-Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Evaluating the Descriptor Extraction Method . . . . . . . . . . . . . . . . . . . . . . . 123

Evaluating the Distillation Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

xii



6.3 EXTENDER Global Coherence,Coverageand Novelty . . . . . . . . . . . . . . . . . 130

Criterion Functions for Evaluating a Topic Generation Strategy . . . . . . . . . . . . 132

ParameterSettings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

7 Conclusions 142

7.1 Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.2 Broader Applicability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.3 Further Research Avenues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Bibliography 149

xiii



List of Tables

3.1 Pseudocodeof the algorithm for computing the CRD weights. . . . . . . . . . . . . . 54

3.2 Adaptation of Dijkstra's algorithm for computing eachconcept's minimum distance

to the root. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.3 Pseudocodeof the algorithm for computing the HARD weights. . . . . . . . . . . . . 56

3.4 Adaptation of Kleinberg's algorithm for computing Hubs and Authories. . . . . . . 57

3.5 Auxiliary proceduresfor computing Hubs and Authorities. . . . . . . . . . . . . . . . 58

3.6 Pseudocodeof the algorithm for computing the PFweights. . . . . . . . . . . . . . . 59

3.7 Procedure for counting how many paths crosseachconcept in a concept map . . . . 60

5.1 Pseudocodeof the algorithm for generating cohesivetopics. . . . . . . . . . . . . . . 103

5.2 Co-Clustering procedure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.3 Proceduresfor �nding document- and term-medoids. . . . . . . . . . . . . . . . . . . 105

5.4 Terms' membership coef�cients in the four identi�ed topics. . . . . . . . . . . . . . . 110

5.5 Documents' membership coef�cients in the four identi�ed topics. . . . . . . . . . . . 111

xiv



5.6 Pseudocodeof the topic extension algorithm. . . . . . . . . . . . . . . . . . . . . . . . 112

5.7 Procedure for producing the next generation of topics. . . . . . . . . . . . . . . . . . . 113

6.1 Statistical evaluation of in�uences on concept importance. . . . . . . . . . . . . . . . 118

6.2 Summary of model parameters and RMSE. . . . . . . . . . . . . . . . . . . . . . . . . 121

6.3 Summary of RMSEof PFcompared to user data, � , and baseline. . . . . . . . . . . . 124

6.4 DB vs. IMF: con�dence intervals for the mean similarity to sourcemap. . . . . . . . 127

6.5 DCR vs. IMF: con�dence intervals for the mean similarity to the sourcemap. . . . . 127

6.6 DCRD vs. IMF: con�dence intervals for the mean similarity to the sourcemap. . . . 128

6.7 Highest performance for EXTENDER's topic generation algorithm as a function of

the number of iterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.8 Con�dence intervals for the mean global coherenceof EXTENDER and baseline. . . 137

6.9 Con�dence intervals for the mean coverageof EXTENDER and baseline. . . . . . . 138

6.10 Con�dence intervals for the mean global coherenceof EXTENDERand baselinecon-

sidering novel material only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.11 Con�dence intervals for the mean coverageof EXTENDER and baselineconsidering

novel material only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.12 Bestparameters for EXTENDER's topic generation algorithm. . . . . . . . . . . . . . 141

xv



List of Figures

1.1 A concept map createdby a NASA expert. . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 The IHMC CmapTools client. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2 The processfor searching new concepts. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3 The processfor searching propositions, concept maps and multimedia resources. . . 42

2.4 The processfor searching new topics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.5 Concept map under construction with associatedSuggestions. . . . . . . . . . . . . 44

3.1 A simple concept map about glaciers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 (a) hypergraph � ; (b) hypergraph ��� ; (c) and (d) the hypergraphs' weighted ver-

sion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2 Weighted hypergraphs illustrating a series of dual notions: document similarity ,

term co-occurrence, topic discriminators, topic focus, topic descriptors and topic

exhaustivity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3 The dif ferent levels of the document-term duality . . . . . . . . . . . . . . . . . . . . 84

xvi



5.1 EXTENDER's Cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2 Portion of a Knowledge Model with EXTENDER suggesting new topics. . . . . . . . 87

5.3 EXTENDER suggesting topics for the concept Water in the context of Mars' Ancient

SurfaceWaterEnvironments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4 EXTENDER suggesting topics for the concept Waterin the context of Rivers. . . . . . 93

5.5 Searching for term-medoids and document-medoids during the �rst co-clustering

iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.6 Searching for term-medoids and document-medoids during the secondco-clustering

iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.1 Example of a training question basedon a regular concept map. . . . . . . . . . . . . 116

6.2 Example of a test question basedon a concept map with arti�cial terms. . . . . . . . 117

6.3 Average similarity to sourcemap of documents retrieved using IMF vs. DB. . . . . . 128

6.4 Average similarity to sourcemap of documents retrieved using IMF vs. DCR. . . . . 129

6.5 Average similarity to sourcemap of documents retrieved using IMF vs. DCRD. . . . 130

6.6 Highest performance for EXTENDER's topic generation algorithm as a function of

the number of iterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.7 EXTENDER Global Coherencevs. BaselineGlobal Coherence. . . . . . . . . . . . . . 137

6.8 EXTENDER Coveragevs. BaselineCoverage. . . . . . . . . . . . . . . . . . . . . . . . 138

6.9 EXTENDER Global Coherencevs. BaselineGlobal Coherence(Novel Material.) . . . 139

6.10 EXTENDER Coveragevs. BaselineCoverage(Novel Material.) . . . . . . . . . . . . . 140

xvii



1

Introduction

The topic of this dissertation research is intelligent support for human-centered knowledge

modeling. Knowledge modeling is the processof representing a body of knowledge so that this

knowledge can then be shared and exploited. Knowledge acquisition has long beenconsidered to

bea bottleneck in the development of knowledge-based systems[Hayes-Roth et al., 1983]. In recent

years the knowledge acquisition bottleneck has been alleviated somewhat by the development of

knowledge modeling tools that allow experts to enter descriptions of their expertisewithout the in-

tervention of knowledge engineers (e.g., [Gil, 1994, Blythe et al., 2001, Aiken and Sleeman,2003]),

but it remains a fundamental problem.

The dif �culty of encoding knowledge depends largely on the representation. For the most part,

approachesto knowledge representation have followed the logicist tradition and have beenbased

on rigor ous speci�cation languages. Theselanguagesare usually non-ambiguous and straightfor -

ward to processby algorithms but presenta technical barrier for knowledge-modelers unfamiliar

with theseformalisms.

To capture data using these languages knowledge engineers or human programmers need to

meditate between the expert and the system. This approach to capture knowledge gives rise to

1



1. Intr oduction 2

the famous “expert and knowledge engineer communication problem.” In addition, the expert is

typically isolated from the knowledge modeling interface and only after the knowledge has been

hand-crafted by the knowledge engineer is the representationready to bemanipulated by usersand

programs. Consequently, any dir ect interaction between expert and system asthe model evolves is

usually precluded. As we will study in more detail throughout this work, in-pr ogressknowledge

models canbeused to characterizeinformation requirementsand to search for new useful material.

Therefore, in order to bene�t from suggestionsthat the system may be able to generate,it is highly

desirable that the expert rather than the knowledge engineer be the one in charge of entering the

information into the knowledge base.

In this dissertation we proposea “knowledge extension” approachto knowledge management,

basedon the premise that a knowledge model evolves from coordinated processesof knowledge

acquisition and knowledge construction. In this view, it is crucial that the language used by the

experts for entering their knowledge descriptions beone with which they feel comfortable. The use

of natural languagesmay appear asa good choice for experts to dir ectly enter descriptions of their

knowledge [Iwanska and Shapiro, 2000]. However, automatic processing of knowledge models

remains important becauseit is valuable for knowledge-acquisition tools to interact with users

to reuseand adapt existing resources,rather than forcing them to build knowledge models from

scratch. As a consequence,the useof natural language to encodeknowledge would be impractical

due to the fact that the extraction of conceptsand relations from unstructured text is a very dif �cult

processto be done automatically by a machine.

This dissertation research studies intelligent support methods to aid human-centered knowl-

edge capture and reuse. Our pragmaticgoalis to developeffectivemechanismsthat unobtrusivelyassist

theuserin theknowledgemodelingactivity. Our research goalis to developandstudy algorithmsto make

this possible.
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1.1 Concept Mapping for Knowledge Modeling

An intermediate approach to representknowledge is to choosea method more structured than

natural language but more �exible than a rigor ous formalism. Concept maps, developed by Joseph

D. Novak in the '70s [Novak, 1977], are good candidates for providing a representation for knowl-

edge models that is practical for experts to build. Concept maps are collections of simpli�ed natu-

ral language sentencesdisplayed as a two-dimensional, visually-based representation of concepts

and their relationship. In concept maps, conceptsare depicted as labeled nodes, and relations be-

tween conceptsaslabeled links. Figure 1.1shows an example of a concept map. Concept mapping

techniques have aided people of dif ferent agesto examine many �elds of knowledge. They offer

the �exibility of natural language but have the advantage of inducing their creators to organize

their knowledge in a structured fashion, where conceptsand their connections can be dir ectly rec-

ognized. Becauseconcept maps are rich in structure, they are more easily understood by other

humans and more tractable for automated systems than plain text. In addition, electronic con-

cept maps are elegant,browsable and sharable,making them an effective vehicle for aiding human

understanding.

An initiative is now under way to support knowledge modeling by means of concept

maps. CmapTools, developed by the Institute for Human and Machine Cognition (IHMC), is a

suite of publicly-available software tools for knowledge acquisition, construction, and sharing

[Cañaset al., 2004] based on concept maps. The CmapTools system is being used by people of

all ages, from elementary school childr en to NASA Scientists. Mor e important, experts are able

to construct knowledge models of their domain without the need for a knowledge engineer's

intervention, or to actively participate in the knowledge elicitation if a knowledge engineer leads

the process.



1. Intr oduction 4

Figure 1.1:A concept map createdby a NASA expert.

1.2 Issues and ResearchQuestions

It has been noticed that when experts and ordinary users employ knowledge modeling tools,

they often stop for signi�cant amounts of time, wondering how to extend their models. In some

cases,they search through existing libraries to discover previously captured knowledge and re-

sourcesthat can be integrated into their models. In other cases,they search through the Web look-

ing for new material and ideas to enhancetheir in-pr ogressrepresentations. This search activity

could be done more effectively if mechanisms for information accessand delivery were included

aspart of the knowledge modeling tools.

To support knowledge modeling in CmapTools, we are developing a number of intelligent
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aides. Thesesystems take as their starting point a concept map under construction, and propose

information to aid the user's knowledge capture and knowledge construction by proactively sug-

gesting relevant concept maps, propositions, resources,conceptsand topics. Thesesuggestersare

described in detail in section 2.3and in [Leake et al., 2003b].

In this dissertation we develop and study methods that useinformation automatically extracted

from the current knowledge model to guide mining the Web to identify and suggest novel but

relevant topics, for possible inclusion in the knowledge model. Topics are commonly de�ned

as pieces of data that have been grouped together as a result of having a common theme. As

opposed to manually constructed topics selectedin light of a particular theme, the topics generated

by our techniques result from automatic processesinvolving Web mining and clustering. Hence,

we refer to them as arti�cial topics. Arti�cial topics are �rst presented to the user as suggestions

consisting of a small collection of terms. Thesesuggestions include, for eachtopic, a ranked list of

constituent Web pages together with their descriptions and URLs. This method helps the user to

extend the knowledge model beyond information that hasalready beencaptured. This approachis

implemented by EXTENDER (EXtensive Topic Extender from New Data Exploring Relationships)

within the framework of CmapTools [Leake et al., 2003a, Leake et al., 2003b].

Searching the Web to support knowledge extension presentsnew challenges unaddr essedby

classical IR techniques. As a consequence,intelligent support for knowledge extension needs to

develop its own solutions to several issues.The design of the EXTENDER system gives rise to the

following research questions:

Research Question One: How can topic descriptions be algorithmically extracted from non-

standardized structured knowledge representationssuch asconcept maps?

Research Question Two: How can those topic descriptors be used to characterize information

requirementsand to discover novel but relevant topics of potential interest that the user may want
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to include in the knowledge model?

This work addressesthe above questions by formulating a number of associatedhypotheses,

developing algorithms basedon those hypothesesand analyzing them empirically . The proposed

algorithms have been developed within the framework of CmapTools. However, their generality

makes them applicable to a broad class of knowledge modeling systems, and to Web search in

general.

1.3 Overview of Proposed Techniques and Contributions

In the following we outline acollection of techniquesproposedto addressthe researchquestions

and we postulate the hypotheses investigated in our work.

Processing Non-Standardized Structured Representations

The �rst question we want to addressin this work is how to extract topic descriptions from

non-standardized representationslike concept maps in such a way that we can take advantage of

both the content and the structure of the maps.

From a data-processingperspective, conceptmaps presentan important advantage over purely

textual forms in at least two respects: (1) in concept maps, concepts and their relationships are

readily available, and (2) concept maps are usually hierarchical and have a rich topology. Because

concept maps are typically hierarchical and have a rich topology, we have examined the question

of whether topological factors are useful to predict the descriptive power of a concept. We claim

that topological analysis algorithms can be applied to the analysis of concept maps to describe the

relative arrangements of their concepts, and the topological roles of concepts in the map can be

usefully summarized according to a small setof dimensions [Cañaset al., 2001].
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We developed and reported threecandidate models for predicting the importance of concepts

in conceptmaps [Leake et al., 2004a]. Thesemodels usethe topology of conceptmaps to compute a

weight predicting eachconcept's importance in describing the topic of a map. To determine which

factors to include in the models, we �rst considered factors from the concept mapping literatur e.

Novak proposesthat meaningful learning is facilitated when new concepts or concept meanings

are subsumed under broader, more inclusive concepts,which suggeststhat concept maps should

have a hierarchical structure. The suggestedmodels can re�ect such a structure, with weightings

re�ecting that more descriptive concepts are at the top of the map, and less descriptive at the

bottom. Our models associatewith eachconcept a weight re�ecting its descriptive power. Once

theseweights are computed they remain static unless the topology of the concept map changes.

The motivations for the topological analysis of concept maps canbesummarized by the follow-

ing hypotheses:

1. Concepts that are closer to the root of a concept map are considered better descriptors of the

topic of the map.

2. Conceptswith higher connectivity are considered better descriptors of the topic of the map.

By investigating thesehypotheseswe obtained empirical data to guide the design of techniques

for the effective analysisof conceptmaps. Techniquesbasedon topological analysishelp to describe

concept maps in terms of their most important concepts. These descriptions are applied in our

implementation of mechanisms to search the Web for relevant topics. Section 3.3 describes the

topological analysis models in detail.
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Automatic Context-Based Topic Search

Theprocessof searching for on-line data canbeguided by diverse objectives. Thereareessential

dif ferencesbetween searching for information to ful�ll consultationneedsand searching for material

to support knowledgeextension. Usually, the purpose of consultation is to �nd speci�c answers

for speci�c questions. On the other hand, when searching for material to support knowledge

extension, rather than a speci�c question there are usually several implicit questions and a task

that to a certain extent is still open and needsto be completed.

Typical interfaces for querying electronic document collections have been designed to serve

the purpose of ful�lling consultation needs (e.g., �nding information with a Web search engine)

rather than the purpose of supporting knowledge modeling. To search using these interfaces the

user needs to know what to seekand has to be able to explicitly state his search request as a list

of keywor ds. In some casesthe list of keywor ds turns out to be too speci�c, resulting in very

few results, while in others it is too general, resulting in extremely large amounts of unclassi�ed

information. In the former case,the user tends to reformulate the query, while in the latter the

user typically browses through a good part of the results until the relevant information is �nally

reached.

Severalstudies have shown the bene�ts of having tools that provide assistancefor query formu-

lation (and reformulation) and for �ltering results (e.g. [Greenberg, 1998, Chui, 2002]). A number

of systems have been implemented to support query re�nement (e.g. [Chen and Dhar, 1990,

Vélez et al., 1997, Anick and Tipirneni, 1999, Oyama et al., 2001]) and several others that fa-

cilitate topic exploration by clustering search results into topically-coherent groups (e.g.

[Cutting et al., 1992, Hearst and Pedersen,1996, Anick and Vaithyanathan, 1997, Kaski et al., 1998,

Zamir and Etzioni, 1999, Chen and Dumais, 2000]). These systems provide a browsing interface

where the user intervention must be explicit.
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The burden implied by the need to explicitly formulate search requests can be alleviated if

queries are produced automatically [Rhodes and Starner, 1996, Budzik and Hammond, 1999]. In

our task, the knowledge model under construction provides a rich body of contextual information

that can be usefully exploited to guide retrievals. We are developing methods that take advantage

of that information to produce queries that are presentedto a Web search engine. Becauseconven-

tional Web search engines limit queries to a small number of wor ds, and knowledge models may

contain numerous terms, selecting useful terms is crucial. While not all the information contained

in a knowledge model can be summarized in a query, effective mechanismscan be designed to ex-

tract small setsof representativeterms to construct queries. The returned results can be contrasted

against the knowledge model under construction to �lter noiseand irr elevant data. In addition, the

search context can be used to recognize which terms are the best descriptors of the topic at hand

(i.e., which are the terms that best describe the presentsearch context to a user) and which are the

best discriminators (i.e., which are the most useful query-terms). We claim that topic descriptors

can be obtained either by applying topological analysis dir ectly to a concept map, or dynamically ,

by searching for terms that tend to occur oftenin documents similar to the map. On the other hand,

topic discriminators can be extracted dynamically , by searching for terms that tend to occur only

in documents similar to the topic at hand. To evaluate these claims, we tested the following two

hypotheses:

3. Good topic descriptors can be found by looking for terms that occur often in documents sim-

ilar to the given topic, i.e., human assessmentsof term importance in a topic are in good

correspondencewith this notion of term descriptive power.

4. Good topic discriminators can be found by looking for terms that occur only in documents

similar to the given topic, i.e., queries constructed with terms dynamically selectedin light of

this notion result in better precision than the one achieved by static featureselectionmethods.
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Techniques for the dynamic extraction of topic descriptors and discriminators are useful in the

implementation of the EXTENDER system. Our basic approach is to use descriptors and discrim-

inators automatically extracted from the topic of the current map to guide querying a Web search

engine for relevant information. Dif ferently from conventional approachesfor querying the Web,

search requestsare not treated in isolation but in the context of a knowledge modeling task.

Another characteristic of classical information retrieval systems is that they attempt to

match requests with the most similar documents. A few approaches take a dif ferent position

[Budzik et al., 2000, Smyth and McClave, 2001] and postulate that in certain circumstances con-

ventional notions of similarity may not be the best criteria for retrieval. In particular , when the

purpose of the search is to bring material to extend knowledge coverage on certain domain, the

criteria for determining usefulnessshould not be restricted to similarity . Sinceknowledge models

are usually intended to include a rich variety of related topics, attaining novelty and diversity may

be as important, or even more important, than attaining similarity .

We proposethe useof an algorithm that starts from a knowledge model under construction and

generatesqueries at incremental distances from the set of terms that originated the request. As a

starting point, the search context is de�ned using the knowledge model under construction, and is

progressively refreshedas the system moves its focus through a connected seriesof topics. Cohe-

sive topics are generated by clustering the results returned by the Web search process. Irr elevant

information is �lter ed by contrasting the search resultswith the search context. Our algorithm uses

a temperature or curiosity mechanism to favor diversity at the beginning of the search and focus

during the �nal stages.This mechanism hasa fundamental role in de�ning the constraints imposed

by the search context, aswell as in the processof recombining old keywor ds with novel keywor ds

to generatenew topics. After a few iterations the processyields a �nal collection of topics, which

the system presentsassuggestionsto the user. We claim that the implementation of this algorithm
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results in the retrieval of novel material, but still connected to the originating set of terms. An im-

portant question is how to evaluate a topic generation strategy. Traditional information retrieval

schemesareevaluated by computing precisionand recall on a pre-de�ned collection. We useglobal

coherenceand coverage(to be de�ned later), asgeneralizations of the notions of precision and re-

call. In addition, novelty will play an important role in our evaluations. Sincewe do not know how

many relevant topics for a speci�c concept map exist on the Web we use a knowledge model con-

sisting of concept maps on a particular domain asthe collection of relevant topics. We investigated

the following hypotheses:

5. Using the search context to maintain the relationship between the setof generatedtopics and the

initial conceptmap helps to preserveglobal coherence,ensuring that the system maintains its

focus on topics relevant to the initial concept map.

6. The use of a curiosity mechanism to incrementally search the Web increasesnovelty and cov-

eragecompared to a baseline mechanism that generate the samenumber of queries dir ectly

from the originating knowledge model.

The performance of our algorithm heavily relieson the selection of good parameters for setting

permissible degreesof exploration and exploitation. By performing evaluations addressing the

above hypotheses we gathered data for guiding the design of effective techniques as well as for

assessingthe competenceof the EXTENDER system.

Contributions

This research provides the following contributions:

1. Methods for extracting topic descriptions from non-standardized structured representations

such asconcept maps.
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2. Methods for dynamically extracting topic descriptors and discriminators from unstructured

text-baseddata.

3. Methods that usein-pr ogressknowledge models asa starting point to search the Webin order

to discover novel but relevant topics.

4. Empirical data assessingthe value of thesemethods.

5. A prototype tool to support human-centered knowledge extension built on thesemethods.

Overall our research contributes new perspectives and solutions to the problem of knowledge

modeling via non-standardized structured representationsand establishesa basefor further stud-

ies of the topic.

1.4 Road Map

The roadmap for this thesis is as follows:

� This chapter statesthe problem addressedby this thesis. It formulates two research questions,

postulates six associatedhypothesesand outlines the contributions of this work.

� Chapter 2 discussesgeneral perspectiveson knowledge modeling, tracing the historical evo-

lution of knowledge acquisition tools. It presentsthe CmapTools system and its accompany-

ing knowledge elicitation methodology. It then reviews work on computer-mediated support

systems, with special focus on intelligent aides and suggester systems. The chapter closes

with an overview of a set of intelligent support tools implemented aspart of CmapTools.
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� Chapter 3 brie�y discussesdescriptive theories of human knowledge organization and re-

views someexisting schemesfor externalizing knowledge. The chapter discussesthe advan-

tagesof using concept maps as external representationsof an individual cognitive structure

and presentsthreemodels for assessingconcept descriptive power in concept maps.

� Chapter 4 begins with a discussion of classicalapproachesto information retrieval and their

limitations when applied to the problem of context-based topic search on the Web. It then

reviews work on Web mining and topic extraction that relatesto this thesis. After this review,

it develops a theoretical framework addressing the problems of query formation and topic

identi�cation in the context of a knowledge model under construction.

� Chapter 5 describeshow the framework developed in the previous chapter is applied in the

implementation of the EXTENDER system.

� Chapter 6 focuseson the empirical analysis of the thesis' hypotheses. It describesthree ex-

perimental studies for the evaluation of the methods and algorithms proposed in chapters 3,

4 and 5.

� Finally, chapter 7 concludes by summarizing the thesis' results, discussing the applicability

of the proposed methods to a broader classof tasks, and outlining areasof futur e research

work.



2

Knowledge Modeling Support

2.1 Perspectives on Knowledge Modeling

Knowledge modeling is the processof representing a body of knowledge to enablesubsequent

systematic accessand sharing. Traditional methodologies to knowledge modeling are costly be-

causethey require time-consuming knowledge elicitation, with a knowledge engineer mediating

between the expert and the system. The needfor aknowledge engineerasan intermediary is in part

due to the representationschemesused to model expert knowledge, which are usually inadequate

to be used dir ectly by experts.

There have been two major trends to represent knowledge, commonly typi�ed as computer-

centered or human-centered. The primary purposes of traditional knowledge acquisition

tools have been to build expert systems and to facilitate knowledge sharing by software

agents. As a consequence, classical approaches to knowledge representation have been

computer-centered and followed the logicist tradition initiated by John McCarthy (1959) .

Examples include semantic networks [Quillian, 1968], frame systems [Minksy , 1975], scripts

[Schankand Abelson, 1977], conceptual graphs [Sowa, 1984], and description logic systems

14
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[Brachman and Schmolze,1985, Levesqueand Brachman,1987]. These representation languages

are usually non-ambiguous and straightforwar d to processby algorithms but presenta technical

barrier for knowledge-modelers unfamiliar with theseformalisms.

Some of the more recent work on knowledge modeling has marked a change in perspec-

tive, addressing the importance of creating knowledge bases that are natural to share and

processby people rather than by software systems. Human-centered representation languages

have been used with the purpose of allowing people to enter descriptions of their knowledge

using a medium with which they feel comfortable. A few frameworks suggest the use of

natural language not just as an interface but also as a knowledge representation medium (e.g.,

[Iwanska and Shapiro, 2000]). Others proposethe useof sketching (e.g.,[Forbus and Usher, 2002]),

a human-centered knowledge modeling technique that results in visually and conceptually rich

representations. Among the human-centered representation techniques is concept mapping

[Novak, 1977, Novak and Gowin, 1984], the knowledge modeling schemewe have adopted.

A dif ferent dimension under which we can analyze the existing approaches to knowledge

modeling is based on the procedure used for capturing knowledge. Knowledge acquisition

has been recognized as the bottleneck in the activity of constructing knowledge-based systems

[Hayes-Roth et al., 1983]. As a consequence, much of the knowledge modeling research has

focused on the processrather than the result of knowledge modeling. This gave rise to dif ferent

tools that facilitate knowledge editing, both for the situations when the resulting representation is

computer-centered aswell aswhen it is human-centered.

In the following section we trace the evolution of knowledge acquisition systems from the

mid-70's, when we seethe �rst efforts to enable domain experts to enter knowledge to a knowl-

edge based system themselves, to the present, when knowledge acquisition tools are based on

well-established methodologies stemming from the �elds of social sciences,arti�cial intelligence
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and cognitive sciences.Then, in section 2.1 we discuss concept mapping as a vehicle for human-

knowledge representationand the CmapTools system,which provides an easy-to-useinterface for

knowledge capture,extension, and examination.

The Evolution of Knowledge Acquisition Tools

Traditional approachesto knowledge acquisition involve knowledge engineersor human pro-

grammers asmediators between the expert and the system, resulting in many shortcomings, such

asthe “expert knowledge engineer communication problem.” This communication problem is the

result of a large gap between the expert and the knowledge engineer's views on the problem solv-

ing processand the absenceof a common vocabulary. To overcome this problem, several tools

were proposed for capturing knowledge dir ectly from experts,without the knowledge engineer as

an intermediary .

Instruction Systems

Efforts to enable experts to enter descriptions of their knowledge to the system themselves led to

the development of knowledge acquisition tools known as instruction systems. During the early

years these tools acted mostly as interfaces, where the users entered descriptions of their knowl-

edge using statements in a restricted form of natural language. The instruction system was in

charge of translating the statements into a formal internal representation. An example of this ap-

proach is illustrated by TEIRESIAS[Davis, 1979, Davis, 1982], a component of the MYCIN diag-

nostic expert system [Shortlif fe, 1976]. TEIRESIASemployed meta-knowledge to formulate expec-

tations about what other domain knowledge might be needed and used a dialog interface to elicit

knowledge from the expert. Another example of an early instruction system is illustrated by KAS

[Duda et al., 1979], the knowledge acquisition component of the PROSPECTOR geologist expert
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system. Starting from an initial representation of the domain based on a semantic network, KAS

attempted to �nd errors, such asdisconnectedparts of the network, and generatedquestions to the

expert with the purpose of completing the model. EXPERT [Weissand Kulikowski, 1979] is another

early instruction systemwhere the user statementsneededto beentered in the form of simple rules

using a text editor.

Second-Generation Architectures

The �rst generation of instruction systems resulted in poorly structured knowledge-based sys-

tems. This was in part due to users not providing knowledge with a high degree of precision

and the system's inability to distinguish the roles of dif ferent kinds of knowledge entered by the

users. To overcome this problem subsequent systems incorporated knowledge about the world

and became capable of knowledge-levelcommunication. The knowledge-level [Newell, 1982] or

epistemological-level provides a means to interact with a system at a level independent of un-

derlying representation and implementation issues and to “rationalize” the behavior of the sys-

tem. Programs that interacted with the expert at the knowledge-level engaged in highly struc-

tured dialogues with the purpose of constructing complete and coherent domain models. Ex-

amples of these systems are NEOMYCIN [Clancey, 1981, Clancey, 1983, Hasling et al., 1984], EES

[Necheset al., 1985, Swartout et al., 1991], ROGET[Bennett, 1985], MOLE [Eshelman, 1988], OPAL

[Musen et al., 1988] and SALT [Mar cusand McDermott, 1989],

Support for Skeletal Model Construction

The main goal of the secondgeneration of instruction systemswas to facilitate model instantiation,

compilation and re�nement, but they were designed to work around prede�ned skeletal models,

which imposed rigid requirements for the resulting representation. Later knowledge acquisition
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systems were able to provide greater �exibility by allowing users to construct skeletal models or

customized ontologies. Thesetools supported this task by offering graphical editing facilities or

libraries of components. An initial attempt to provide support for skeletal model construction is

illustrated by PROTÉGÉ [Musen, 1989], the �rst of a generation of meta-tools developed by the

Knowledge Modeling group at Stanford Informatics. The PROTÉGÉ system is an environment for

knowledge-based systemsthat operatesat the meta-level by generating domain speci�c knowledge

acquisition applications.

Reusing Problem-Solving Knowledge

Several problem-solving methods (PSMs) were used repeatedly in a variety of knowledge-based

system, offering opportunities to exploit reusability. The initiative for capturing PSMs as a

special form of expertise knowledge and constructing libraries to reuse that kind of knowledge

goes back to work on Heuristic Classi�cation [Clancey, 1984, Clancey, 1985], and Generic Tasks

[Chandrasekaran, 1983, Chandrasekaran,1986]. PROTÉGÉ-II [Puerta et al., 1992] is an attempt to

generalize PROTÉGÉ by providing facilities to deal with multiple PSMs. The trend to facilitate

component reusability progressedwith the development of several other knowledge acquisition

frameworks. Among those aimed at reusing problem-solving knowledge we can distinguish

EXPECT [Gil, 1994, Blythe et al., 2001]. EXPECT is a knowledge acquisition system that has the

capability of storing the rationale for each piece of knowledge the system captures. Problem-

solving knowledge is reused to generate “expectations” about the domain knowledge that needs

to be entered. The system usesan internal representation language basedon the description logic

formalism but provides an interface that supports knowledge entry by non-programmer users.
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Applying Methodologies to Support Knowledge Acquisition

Many principled methodologies derived from social sciencesand psychological theories gave

rise to a range of knowledge acquisition tools. Theories of situated actions [Suchman, 1987] and

tool perspectives [Norman, 1991] gave rise to the development of the Human Interface Tool Suite

[Terveen and Wroblewski, 1990] usually referred to asHITS. HITS incorporates a collaborative edi-

tor called HKE, which hasbeenused asan interface to the CYC knowledge base[Lenat et al., 1990].

The editor requires users to be familiar with the basicsof CYC terminology but incorporates AI

technology, like rule-based critics and collaborative manipulation, to provide a human centered

knowledge acquisition environment.

The psychological theory of personal constructs [Kelly , 1955] originated a knowledge acquisi-

tion methodology known as repertory grid. This methodology aims at gaining insight into the

expert's mental model of the problem domain. It is implemented asan iterative process,where the

expert is expectedto name important objectsin the domain and systematically identify characteris-

tics of the objectsand their importance. This data is captured in a grid, which the expert iteratively

re�nes by adding or modifying entries. ETS[Boose,1985], AQUINAS [Booseand Bradshaw, 1987]

and KSS0[Gaines and Shaw, 1993] are knowledge acquisition tools basedon this methodology.

The Knowledge Analysis and Design Support (KADS) scheme[Schreiber and Wielinga, 1993] is

asophisticated methodology for reusing both domain knowledge and problem-solving knowledge.

The KADS approach,usually promoted asCommon KADS [de Hoog et al., 1993], suggeststhat the

knowledge acquisition activity canbe characterized in terms of multiple models, namely organiza-

tion model, agent model, task model, expertise model, communication model, and design model.

In the mean time, each model has a special structure, augmented with internal and external re-

lations. Instancesof tools that support KADS methodology are Shelley [Anjewier den et al., 1992],

KADS Tool and Open KADS Tool [Kingston, 1995]. Another knowledge modeling methodology
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based on the ideas of reusing domain knowledge and problem-solving methods is COMMET

[Steels,1990], which stands for COMponential METhodology. COMMET is simpler than KADS

and is supported by the KREST workbench, which provides a graphical environment to assist

the reusability of components and the implementation of knowledge-based applications by non-

programmers.

Ontologies

Frameworks aimed at reusing domain knowledge have centered mostly on the construction of stan-

dardized representations.The knowledge modeling community has long beenconcernedwith de-

vising ontologies asformal speci�cations that machinescanunderstand and process[Gruber, 1993].

Recently, with the growing attention to the development of a Semantic Web [Berners-Lee,1998,

Berners-Leeet al., 2001], research on ontology design hasbecomemuch more active.

Ontology construction is a tedious process;thereforesystemshave beenbuilt to expedite the de-

sign of ontologies and to facilitate sharing and integration of dif ferent frameworks. An example of

a systemthat facilitates distributed, collaborative development of ontologies is the ONTOLINGUA

server [Farquhar et al., 1997]. This system uses an extended version of the Ontolingua language

[Gruber, 1992], which supports both semi-formal de�nitions and formal speci�cations. Others en-

vir onments that facilitate ontology sharing include RiboWeb [Altman et al., 1999], Community Web

Portals [Staabet al., 2000], and OntoShare [Davies et al., 2003].

A noteworthy work that includes support for ontology construction is illustrated by CODE4

[Skuceand Lethbridge, 1995], a graphical knowledge acquisition system that combines ideas from

frame-based systems, object-oriented systems, and hypertext systems. A main assumption un-

derlying CODE4's design is that “most users will want to represent largely informal knowledge

and will rarely need or bene�t from formal syntax and semantics,but theseshould be available if
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needed.” Therefore, its main concern is to facilitate �exible knowledge representation. In particu-

lar, it provides support for certain natural language-related problems. Mor eover, the system offers

featuresfor incrementally adding formal syntax and semantics.

Another instance of graphical knowledge browser and editor that facilitates the con-

struction of ontologies is GKB [Paley et al., 1997]. The most salient feature of this system

is its generality and portability across several frame knowledge representation systems.

PROTÉGÉ-2000 [Noy et al., 2000] is another instance of the PROTÉGÉ family . It provides

a graphical environment for ontology-development and knowledge acquisition. SHAKEN

[Barker et al., 2001, Clark et al., 2001] is a human-centered tool for domain knowledge capture that

representsthe world in term of events, entities and relationships. Events and entities integrate a

library of reusablecomponents. Although components are stored as �rst-or der logic descriptions,

SHAKEN provides a graphical interface that can be manipulated by subject matter experts,

without the mediation of knowledge engineers. Other tools for ontology edition are OILEd

[Bechhofer et al., 2001], WebODE [Arp �́rez et al., 2001] and OntoEdit [Sure et al., 2002].

Theseresearch dir ections emphasize the need for human-centered knowledge modeling tools

that facilitate knowledge construction, access,and re-application. In the next section we describe

CmapTools, a human-centered knowledge modeling system that has received widespr ead use for

knowledge modeling by experts and novices.

Concept Mapping and the IHMC CmapTools

Concept mapping, developed by Novak for use in education, was designed as a vehicle for

making cognitive structures explicit by externalizing the concepts and propositions known to a
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person [Novak and Gowin, 1984], but the processof concept mapping is also viewed as a means

to aid people in constructing meaningful knowledge, by organizing their knowledge and making

relationships explicit.

CmapTools, developed by the Institute for Human and Machine Cognition (IHMC), is a

suite of publicly-available 1 software tools for knowledge acquisition, construction, and sharing

[Cañaset al., 2004] based on concept maps. The software, used in over 150 countries, facilitates

construction and sharing of knowledge models basedon conceptmaps, and also enablesthe useof

concept maps to serveasthe browsing interface to a domain of knowledge. The tools facilitate the

linking of a concept to other concept maps, pictur es, images, audio/video clips, text documents,

Web pages,etc.,enabling usersto navigate to relevant resourcesby moving through conceptmaps.

Concept maps capture “informal” knowledge models: Although nodes and links canbeseenas

encoding propositions, they arenot representedin a formal logic, and have no associatedformal se-

mantics. However, they provide a conciserepresentationof information for human use,providing

a form of representationbetween that of traditional representations—which arehard to captureand

require intervention by knowledge engineers—andtext—which may be hard to interpr et. Concept

maps are used by people of all ages,from elementary school childr en to NASA Scientists. Mor e

important, experts are able to construct knowledge models of their domain without the need for

a knowledge engineer's intervention, or to actively participate in the knowledge elicitation if a

knowledge engineer leads the process.

The CmapTools client provides a simple point-and-click interface to build new concept maps.

Userscan construct new conceptsby double-clicking into a concept map window and entering the

name of the concept into the appearing text �eld. They can then link two conceptsby clicking on

the arrow button of a selected concept and dragging the displayed arrow to a target concept or

1http://cmap.ihmc.us/
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Figure 2.1: The IHMC CmapTools client.

the background of the concept map for creating a link to a new concept. When the link has been

constructed, users can specify the label of the link. Users can link concept maps and other multi-

media resourcesto concepts using menu options or a drag-and-dr op interface. Figure 2.1 shows

the CmapTools client interface displaying part of a knowledge model and a concept map under

construction.

The CmapTools system and its accompanying knowledge elicitation methodology have been

used successfully for capturing, representing and sharing expertise in a variety of domains.

Applications include a nuclear cardiology expert system [Ford et al., 1996]; a prototype system

to provide performance support and just-in-time training to �eet Naval electronics technicians

[Cañaset al., 1998]; a knowledge preservation model on launch vehicle systems integration at
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NASA [Coffey et al., 2002], a large-scaleknowledge modeling effort to demonstrate the feasibility

of eliciting and representing local meteorological knowledge undertaken at the Naval Training

Meteorology and Oceanographic Facility at PensacolaNaval Air Station [Hof fman et al., 2001],

and a large multimedia knowledge model on Mars [Briggs et al., 2004], constructed entirely by a

NASA scientist, without the participation of knowledge engineers.2

2.2 Intelligent Support Systems

An important question in knowledge management is how to determine the information to

capture. In traditional views, knowledge capture may be seenasprimarily knowledge acquisition,

capturing knowledge that already exists within the expert. In this dissertation research we study

methods for supporting an alternative approach,“knowledge extension,” basedon the premisethat

a knowledge model evolves from coordinated processesof knowledge acquisition and knowledge

construction. In this view, it is crucial to support experts' construction of new knowledge as they

extend existing knowledge models.

Concept Mapping in CmapTools is facilitated by a family of intelligent suggestersthat provide

content-basedsupport to usersasthey extend concept maps by adding conceptsand propositions,

and asthey selecttopics for new maps. The goal is to provide scaffolding for experts asthey build

their own concept maps, link their maps to others', and decide how to extend their knowledge

models. This family of intelligent support tools combinesideasfrom the researchareasof intelligent

aidesand suggestersystems.Theseareasarehuge, interdisciplinary , and very dynamic. Wepresent

an illustrative—rather than exhaustive—review of the literatur e on these �elds followed by an

outline of the threesystemsdeveloped to provide intelligent support for knowledge extension.

2http://www .cmex.arc.nasa.gov
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Intelligent Aides

Aides are support tools that operate in association with the user to effectively accomplish a

range of tasks. Someaides serve the purpose of expanding the user's natural capabilities, for ex-

ample by acting as intelligence or memory augmentation mechanisms [Engelbart, 1962]. Someof

these systems reduce the user's work by carrying out the routinizable tasks on the user's behalf.

Others offer tips on how to re�ne or complete human generated products (such as electronic doc-

uments) by highlighting potential inaccuracies and proposing alternative solutions. Some aides

“think ahead” to anticipate the next steps in a user's task providing the capability for the user to

con�rm the prediction and ask the system to complete the steps automatically. A popular kind

of aides are those that come integrated into complex software systemsand attempt to make users

aware of the various featuresof the systems.

Many aides are based on the intelligent agent metaphor [Maes, 1994, Bradshaw, 1997,

Negroponte, 1997, Laurel, 1997]. These aides operate as assistants with high degree of au-

tonomy. Others adopt a user-drivenapproach and need to be initiated by commands or dir ect

manipulation GUIs [Sutherland, 1963, Ziegler and Fahnrich, 1988, Shneiderman, 1992]. An in-

termediate group of aides reconciles both views, giving rise to mixed-initiative user interfaces

[Horvitz, 1999]. While many kinds of interface tools can be regarded as aides, our interest here is

in those that act in cooperation with people, complementing their abilities and augmenting their

performance by offering proactive or on demand context-sensitive support.

Intelligence and Memory Augmentation

JosephC. R. Licklider [Licklider , 1960] is usually referred to as the trailblazer in the area of coop-

erative aides. He proposed the notion of man-computer symbiosis as a subclassof man-machine
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systems.He envisioned human brains and computing machinescoupled together very tightly , with

the resulting partnership outperforming any human brain or known machine. A seminal work on

memoryaugmentationaides is the Forget-me-not system[Lamming and Flynn, 1994]. Forget-me-not

kept a record of a person's past activity , allowing retrieval of relevant information basedon context.

The system was expected to aid the user anytime and anywhere, therefore the system and its data

resided on a small portable device called ParcTab. The context cues used to retrieve information

included location, phone calls, and interaction between dif ferent people carrying the device.

A family of Just-In-TimeInformationRetrieval(JITIR) systemsserving asmemory augmentation

aides has been implemented at the MIT Media Lab. JITIR systems are characterized for being

proactive, unobtrusive and aware of the user's local context. A desktop version of a JITIR system,

RemembranceAgent [Rhodes and Starner, 1996], is designed to run on the background of a com-

puter, observing what the user types and reads on a text editor. RemembranceAgent uses that

information to retrieve related documents and user's old emails, which becomeavailable through

an unobtrusive interface. Wearable RemembranceAgent [Rhodes,1997, Rhodeset al., 1999] is a

portable, continuously running agent that usesthe physical context to �nd information relevant to

the user's situation. Another memory augmentation device developed at MIT media Lab is Mem-

ory Glasses[DeVaul and Pentland, 2002], a wearable aid that utilizes a context-awarenesssystem

based on sensorsfor vision and listening. Interaction is performed through buttons for user in-

put into a light wearable computing core, while headphones and a clip-on display are used for

information delivery.

Another example of memory augmentation aid is illustrated by the CybreMinder system

[Dey and Abowd, 2000], a context-aware reminder application built using the Context Toolkit

[Salber et al., 1999]. A salient feature of CybreMinder is its ample view of context, which includes

location, time, activity , identity , physical/envir onmental conditions and potential co-located



2. Knowledge Modeling Support 27

collaborators. An added important characteristic of CybreMinder is its support for customizing

the way reminders are deliver ed. Based on this customization the systems employs the user's

context to chooseamong dif ferent ways for delivering the reminders, including SMSon a mobile

phone, e-mail, printing on a local printer or using a nearby display from a wearable, handheld, or

static CRT.

Aides that Think Ahead

Aides that monitor the user's task to anticipate next steps and offer automatization of pre-

dicted actions are popular mostly in wor d processing and programming environments. Eager

[Cypher, 1991] is an aid for HyperCar d that monitors the user's activity and learns from ex-

amples. Eager draws on ideas of programming by example [Smith, 1977, Lieberman, 1987,

Maulsby and Witten, 1989] to generalize user's repetitive patterns and anticipate what the user

will do next. The system highlights menus and objectson the screento indicate its predictions. If a

correct anticipation hasbeengenerated the user can tell Eagerto complete the task automatically.

Another text prediction aid is CIMA [Lieberman and Maulsby, 1996], an instructible agent that

learns from conversational processeswith the user, including examples and advice, and then sug-

gestscompletions of sentences.Schlimmer and Hermens (1993)proposedand interactive note taker

that uses�nite statemachinesand decision treesto predict what the user is going to write and pro-

vides a default text that the user may select.OWL [Linton et al., 2000] is a writer 's support tool that

analyzes the sequenceof commands typed with Micr osoft Word to anticipate potentially useful

next commands. OWL proposescommands to the user basedon a repository containing the log of

editing commands typed by dif ferent users. SMARTedit [Lau, 2001] is a programming by demon-

stration system that applies concept learning [Mitchell, 1982] to learn repetitive text-editing pro-

grams by example, automating repetitive tasks. Another tool, Writer 's Aid [Babaian et al., 2002], is
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a collaborative interface that usesa planning system to support an author 's writing efforts. While

editing a research manuscript an author can insert a citation command followed by a few search

parameters and then continue the writing task. Writer 's Aid searches the user's preferred bibli-

ographies and paper collections for referenceto the particular citation command. Once the search

is completed, the user can easily accessa summary of the retrieved data, view any of the found ar-

ticles, and ask the system to automatically insert certain bibliographic records on the bibliographic

�le aswell as to place the pertinent citation keys in the text of the article.

Critics and Helpers

A dif ferent classof aides is illustrated by software assistantsknown as critics or critiquing systems

[Silverman, 1992]. Critics are cooperative tools that observe the user interacting with a computer

system and present reasonedopinions about a product under development. The goal of the cri-

tiquing systems is to discover and point out errors or suboptimal results that might otherwise

remain unnoticed, and to help users to make the necessaryrepairs. Critics need a metric to eval-

uate the quality of a solution and usually generate their advice by using a specialized domain

knowledge base. Most popular critiquing systems have been developed to assist wor d process-

ing. Theseinclude spelling-, grammar-, and style-checkers[Kukich, 1992, Church and Rau, 1995,

Bustamanteet al., 1996].

Intelligent tutoring is another �eld for which critiquing systems provide natural support. A

noteworthy instance is COACH [Selker, 1994], a proactive critiquing system for students learning

the LISP programming language. COACH createsan adaptive model of the student by monitor -

ing mistakes and then employs that model to provide advice. Critics have been implemented in

many other applications, like diagnosis and decision-making [Miller , 1983], expertise-baseddesign

[Fischer et al., 1993], and knowledge acquisition system [Terveen and Wroblewski, 1990].
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Micr osoft Of�ce Assistant (typically personi�ed by Clippy) is certainly one of the best-known

computer aides. It was developed in the framework of the Lumier e Project [Horvitz et al., 1998]

and �rst distributed with Micr osoft Of�ce'97 product suite. The purpose of the Of�ce Assistant

is to provide support to Micr osoft software users. It relies on Bayesian networks and in�uence

diagram to model users' activity and predict their needs over time. The user can determine the

level of obtrusivenessof the assistantand obtain help both proactively and on demand.

A general purpose and extensible framework for constructing context-aware assistantsis pro-

vided by Suitor [Maglio et al., 2000, Maglio and Campbell, 2003]. Suitor is a collection of “attentive

agents” that gather information from the users and the world and post that information on a cen-

tralized blackboard. A classof agents called investigators determine users' information needs by

monitoring users' behavior and context, including eye gaze, keywor d input, mouse movements,

visited URLs and software applications on focus. On the meantime investigator agentswatch Web

pagesand databasesfor updates. A secondgroup of agents, the re�ector agents, interact with the

blackboard by prioritizing posted information and matching it with users' needs. Finally delivery

agentsdisplay relevant information to users.

Aiding Knowledge Modeling

The support tools reviewed in this section addressmany of the needs of computer-users dealing

with complex tasks. Knowledge modeling is a task that can greatly bene�t from the use of intelli-

gent aides.

CmapTools has been extended to aid the user in the creation of knowledge models. One of

CmapTools' aides, “Joe in a Box”, is a critiquing system that monitors the user's construction of

a concept map, inspects several aspectsof the map, and provides reasonedsuggestions on how

to impr ove the map. The suggestions provided by this aid are based on JoeNovak's guidelines
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[Novak, 2002] on how to construct good concept maps. “Joe in a Box” warns the user of the exis-

tenceof repeatedlabels or links containing too many wor ds. It also points out potential problems

related to the topology of the concept map. For instance, if the concept map is skewed to one

side, or if it hasno clear superordinate concept, “Joe in a Box” will detect the problem and provide

advice.

Another component of CmapTools is a Word SenseDisambiguation aid [Cañaset al., 2003]. In

order to resolve the correct senseof a wor d this aid usestopological information from the concept

map to discover key concepts. Once theseconceptsare selectedfrom the map the system usesthe

sensesand semantic relations provided by WordNet [Fellbaum, 1998] to perform disambiguation.

CmapTools provides a search-enhancer tool [Carvalho et al., 2001], which takes queries gen-

erated by the users and searches the Web for information related to a map in progressor being

browsed. When the user presentsa query, a mobile agent is created that operateson top of one or

more meta-search servers to query publicly available search engines. To �lter and rank the results

returned by the search engines, the agent usescontextual information extracted from the concept

map at hand.

A family of aides integrated into CmapTools provides proactive and on-demand suggestions

of concepts,propositions, multimedia resources,concept maps and topics to assistexperts as they

extend partial knowledge models. The implementation of a topic suggestersystem to aid knowl-

edgemodeling is the focus of this dissertation. In the next section we presenta literatur e review of

suggestersystems,followed by an outline of CmapTools' suggesters.
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Suggester Systems

Suggester systems, also known as recommender systems [Resnick and Varian, 1997], assist

users in a plethora of computer-mediated tasks,by providing guidelines or hints. Most suggesters

are aimed at helping users to deal with the problem of information overload by facilitating access

to relevant items. Suggestershave emerged in diverse scenarios including science, education,

entertainment, and commerce. Although suggestersmay serve very dif ferent goals, they are all

guided by a common principle: to collaborate with users by suggesting rather than acting. In

that sense,suggestersprovide the facts, links or tips but it is up to the user to decide how the

suggestionsare ultimately utilized.

Dimensions of Analysis

Suggestersadopt mainly two dif ferent views to help predict information needs,usually referred to

as the user-modelingand task-modelingapproaches.Suggestersbasedon the user-modeling schema

attempt to createa pro�le or model of the usersby observing users' behavior. Thesesystemscanbe

collaborative, building on similarities between users with respectto the objectsthey interact with,

or content-based,building on similarities between potential recommendations and the objectsthat

the user liked in the past. In both cases,the user's long-term interestsneed to be representedas

an aggregation of objects or keywor ds. On the other hand, task-modeling schemasrely on the

context in which the user is immersed at the time the request is made. The context may consist

of an electronic document the user is editing, Web pagesthe user has recently visited or any other

item representativeof the user's current activity .

It is common to classify suggesters according to the personalization level they offer. User-

modeling suggesters provide a persistent personalization level while task-modeling suggesters
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implement an ephemeral one. Another dimension of analysis is how to de�ne similarities be-

tween usersor contents. Many algorithms have beenapplied to compute thesesimilarity measures,

combining several methods coming either from the information retrieval or the machine learning

areas. Commonly applied techniques are basedon cluster analysis [Everitt, 1980], cosine similar -

ity [Salton, 1989], K-nearestneighbors [Stan�ll and Waltz, 1986], LSA [Deerwester et al., 1990], and

Bayesianclassi�ers [Duda and Hart, 1973] among many others. Additional dimensions of analysis

are the content of the suggestion (e.g.,news, URLs, people, articles, text, products), the purpose of

the suggestion (salesor information), the event that triggers the search for suggestions(user's de-

mand or proactive), the way the systemlearns the user's interests(monitor user's behavior, receive

feedback,engagein conversation with the user, or programmed), and the level of intr usiveness.

Collaborative Filtering

A common technique adopted by many suggester systems is collaborative �ltering, which infers

the preferencesof individual usersbasedon the behavior of multiple users. Collaborative �ltering

is basedon the assumption that human preferencesare correlated. Tapestry [Goldberg et al., 1992]

is usually referred to asthe �rst collaborative �ltering system. It provided a mechanism for �ltering

email and news messagesbased both on the content of the messagesand on implicit or explicit

feedbackfrom users. Feedbackincluded manual annotations and automatically observed reactions

(e.g., some user sent a reply to a message). Following Tapestry's initiative, a large number of

suggester systems were developed and applied to diverse domains, providing dif ferent levels of

personalization.
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Web Recommender Systems

Given the huge amount of information existing on the Web it is not surprising that the greatmajor-

ity of the suggestersystemshave been built around content and resourcesavailable online. Web-

Watcher [Armstr ong et al., 1995] is an early attempt to assistuserslocating information on the Web

by highlighting hyperlinks in a page basedon the declared preferencesand browsing history of a

user aswell as information gathered from other userswith similar interests.PersonalWebWatcher

[Mladenic, 1996] is a successorof WebWatcher that learns individual users' interests by observ-

ing their browsing behavior. Letizia [Lieberman, 1995] is a user interface agent that unobtrusively

assistsWeb browsing. As the user navigates Web pages, Letizia performs a breadth-�rst search

augmented by several heuristics to anticipate what items may be of interest to the user. Syskill &

Webert [Pazzani et al., 1996] usesinformation retrieval techniques to processthe content of a page

rated by a user, and machine learning to acquire a model, that is utilized to predict which links on a

Web page a user will �nd useful. SenseMaker[Baldonado and Winograd, 1997] is an interface that

facilitates the navigation of information spacesby providing task speci�c support for consulting

heterogeneoussearch services. The system helps users to examine their presentcontext, move to

new contexts or return to previous ones. SenseMakerpresentsthe collection of suggested docu-

ments in bundles (their term for clusters), which can be progressively expanded.

Fab [Balabanović and Shoham,1997] is a hybrid content-based,collaborative Web page recom-

mender system that learns to browse the Web on behalf of a user. Fabgeneratesrecommendations

by the use of a set of collection agents (that �nd pagesfor a particular topic) and selection agents

(that �nd pagesfor a particular user). Users' explicit ratings of the recommended pagescombined

with several heuristics are used to update personal-agents' pro�les, remove unsuccessful agents,

and duplicate successfulones. Broadway [Jaczynskiand Trousse,1997] is a case-basedreasoning

system that monitors a user's browsing activity and provides advice by reusing navigational cases
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extracted from past browsing experiencesof a group of users. Another Web navigation assistantis

SiteSeer[Rucker and Polanco,1997], which recommendspagescollaboratively by looking at users'

bookmarks. Alexa [Kahle and Gilliat, 1998] is a commercial Web search engine that augments

Google search results by combining them with information like user reviews and ratings of

the Web sites, traf �c statistics and related links. Other Web suggester systems include LIRA

[Balabanovic et al., 1995], BASAR [Thomas and Fischer, 1997], ifWeb [Asnicar and Tasso,1997],

SOAP [Vossand Kreifelts, 1997], Let's Browse [Lieberman et al., 1999], SurfLen [Fu et al., 2000],

Margin Notes [Rhodes,2000] and Quickstep [Middleton et al., 2001], among many others.

An example of hybrid news �ltering system is NewsDude [Billsus and Pazzani,1999], a learn-

ing agent that is trained by the user with a set of interesting news articles. A hybrid social chat

recommender system is Butter�y [Van Dyke et al., 1999], a system that useskeywor ds to �nd in-

teresting conversations in Usenet newsgroups. Collaborative news recommender systemsinclude

GroupLens [Resnick et al., 1994, Konstan et al., 1997] and PHOAKS [Terveen et al., 1997].

Task-Contextualized Suggesters

Several suggester systems exploit user interaction with computer applications to determine the

user's current task and contextualize information needs.This gives rise to context-awaresuggester

systems.Someof the memory augmentation aidesdiscussedin the previous sectioncanbe thought

of astask-contextualized suggestersystems.

TheWatsonsystem[Budzik and Hammond, 1999, Budzik and Hammond, 2000, Budzik et al., 2001]

is a context-aware suggester that attempts to �nd relevant online resources. Watson is part of a

family of programs known as InformationManagementAssistants(IMAs) developed at the InfoLab

of Northwestern University . The purpose of the IMAs is to anticipate the user's needs and to

provide proactive and on demand support for the user's current activity . In order to achieve
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this goal, IMAs generate a model of the user's task, accessinformation retrieval systems on the

user's behalf, and unobtrusively deliver useful material. IMAs provide an environment in which

resources are retrieved proactively as well as mechanisms that augment users' explicit queries

with keywor ds extracted from the current task. Point/Counterpoint [Budzik et al., 2000] is another

IMA built on top of Watson. Instead of retrieving general information, Point/Counterpoint brings

opposing arguments.

CALVIN [Leake et al., 2000, Bauer and Leake,2001] is a case-basedreasoning context-aware

system that monitors the user's Web browsing activity to generate a model of the user's task.

In addition it provides capabilities for users to manually enter information about a variety of

resources, such as descriptions of books or articles, and data on useful contact people. The

gathered material is stored as contextualized casesrecording information users' consult during

their decision-making. CALVIN provides an interface that proactively and unobtrusively suggests

stored material when the user context is similar to the one associatedwith the stored cases.

Recommendations in Other Domains

Thereareseveralother domains in which suggestersystemshave proven to beuseful. ReferralWeb

[Kautz et al., 1997] aims at dir ect people to experts on a given topic. ExperFinder [Vivacqua, 1999]

is a Javaprogrammer 's assistant that looks for other programmers using the same classesas the

user. CiteSeer[Bollacker et al., 1998] is a Web-basedresearch paper �nder that usesmetadata ex-

tracted from scienti�c publications and similarity measuresamong online available articles to sug-

gest relevant material and facilitate accessto it. Foxtrot [Middleton et al., 2003] is another research

paper recommender that support content and collaborative �ltering aswell asontological user pro-

�ling and pro�le visualization. ELFI [Nick et al., 1998] is a research funding recommender system
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that tracks user interaction with the systemto suggestrelevant unseendatabaseentries. The Adap-

tive Place Advisor [Langley et al., 1999, Göker and Thompson, 2000] is a personalized conversa-

tional recommendation system that engagesin dialogues to help usersdecide on a destination.

The entertainment and E-Commerce domains have also been the focus of many recommender

system products. Ringo and Fire�y [Shardanand and Maes,1995] are in�uential instances of

collaborative music recommender systems. Other examples of commercial recommender sys-

tems include Amazon.com ��� (www .amazon.com), My CDNow ��� (www .mycdnow.com) and

MovieFinder (www .movie�nder .com), among a great number of others. Schaferet al. (1999)and

Middleton [Middleton, 2003] outline someof thesesystems.

The suggestersystemsin CmapTools are task-contextualized; they take the user's current map

as context to search for relevant material. Being able to accessrelevant material at the right times

can facilitate the construction of high-quality knowledge models. In our view, the effectiveness

of suggester tools depends on their ability to anticipate which material is relevant and make it

easily accessibleto the user in a unobtrusive manner. The next section outlines the suggesters

implemented aspart of the CmapTools systemto aid usersasthey extend their knowledge models.

2.3 Aiding Knowledge Extension in CmapTools

The CmapTools effort includes a collaboration between researchersat IHMC and Indiana Uni-

versity to develop tools to aid the knowledge extension process.The tools are designed to address

dif �culties which have beenobserved arising during concept mapping. For example, users some-

times stop and wonder what conceptsto add to a concept map; spend time trying to �nd the right

wor d to use in a concept label or linking phrase;search for relevant concept maps to compare;and

search the Web for additional material to enhance the concept map or to jog their memories for
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topics to include. Each of these has been addressedby a system to suggest relevant information,

basedon the context provided by the concept map. Eachsystem starts from a concept map under

construction, and proactively suggestsrelevant information such as concept maps, propositions,

multimedia resources,conceptsand topics.

The next three sections outline three approacheswhich start from a concept map under con-

struction and mine related information—both from prior concept maps, and from the Web—to

proposematerial to aid the user's knowledge capture and knowledge construction.

Suggester for Concepts

The goal of the conceptsuggester, developed at IHMC by Marco Carvalho and Marco Ar guedas,

is to facilitate concept map construction by proactively searching new concepts and suggesting

them to the user [Cañaset al., 2002]. The concept suggesterproposescollections of terms, eachof

them representing a concept that is novel (i.e., not contained in the current map) but potentially

relevant. This can (1) help the user to remember familiar conceptsthat might otherwise be forgot-

ten, and (2) give the user the opportunity to further explore and understand new and potentially

relevant concepts.

To search for relevant concepts the system �rst mines the Web for documents related to the

current map [Carvalho et al., 2001]. The collected documents are cached in a databasefor further

analysis and for concept extraction. The state of the map under construction is continuously mon-

itor ed for signi�cant changes that could trigger a new search for concepts to add to the cache.

Signi�cant changesin the map are de�ned as any modi�cations of important nodes according to

the topological analysis models we will discuss in section 3.3. Such modi�cations may affect the

relevanceof cacheddocuments to the current context, thus requiring the system to launch a new

search.
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Figure 2.2shows the processfor searching new concepts.A search processstarts with a request

for concept suggestions sent from the CmapTools client to a search server. All the processing

occurs at the server side, avoiding any additional processing load on the client or client use of

additional network bandwidth. At the serverside, the map is converted into a text query for ameta-

search engine/crawler to retrieve additional documents that will beadded to the database,and the

databaseis searched for documents that are relevant to the context of the map. For performance

reasons,this search processtakes place in parallel, allowing for a timely responseto the search

requestwhile still supporting databaseupdates for futur e requests.

The subset of relevant documents retrieved from the database is then searched for potential

concept suggestions. The current approach to extracting relevant conceptsstarts by searching the

documents for conceptsthat arealready in the map. Eachtime a concept is found in a document, all

the neighboring wor ds aresavedin a temporary table aspotential suggestions.Neighboring wor ds

are de�ned as the non-stop wor ds in the document within a �xed distance threshold (currently 3

wor ds) of the concept term. After searching for all the map's concepts in all the documents the

systemcollectsa largecollection of terms that are,at somelevel, neighbors of the map's conceptsin

the text. A frequency analysis is then applied to rank theseterms and determine the subset for the

suggesterto display. Preliminary experiments [Cañaset al., 2002] with the concept suggestershow

promising results.

Suggester for Propositions, Concept Maps and Multimedia Resources

Previously-built knowledge models, shared from other users,may be helpful to suggestpropo-

sitions to consider and concept maps to consult while constructing a new concept map. To provide

suggestionsof propositions and concept maps, the proposition and resourcesuggester, developed

at Indiana University [Leake et al., 2003a], applies techniques inspir ed by case-basedreasoning
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Figure 2.2:The processfor searching new concepts.

[Kolodner , 1993, Leake,1996].

The conceptmaps of various usersare considered ascase-basesof their concept-mapping activ-

ity, with eachconcept map considered to be a separatecase.When a new user wants to “extend”

a concept—add a new connected concept—the system views prior concept maps including the

original concept asexamplesof how that concept was extended in the past.

In the current implementation, caselibraries are compiled periodically from concept maps on

the CmapTools servers and clients, generating caserepresentations from raw concept maps and

indexing new conceptmap cases.Eachcasestoresinformation about a map's content, its structure,

and links to other concept maps and resourcesthat are attached to its nodes. This information is

necessaryto generatesuggestions in the form of propositions, concept maps, and relevant multi-

media resourcesthat may be helpful in extending and annotating new concept maps.

Central to any case-basedapproachare techniques for indexing—characterizing when casesare
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likely to be useful in the futur e. The system guides retrieval based on a category index, imple-

mented by Thomas Reichherzer. The index is computed from the concept map library and orga-

nizesconceptmaps into a hierarchical structureof categories,eachcontaining a setof conceptmaps

involving related concepts.Mor e tightly coupled clusters of concept maps appear towards the bot-

tom of the hierarchical structure, and more loosely coupled clusters towards the top. For each

category, the index maintains referencesto the original concept maps and a cluster representative,

generated from concept maps in the category to serve as a prototype. The cluster representative

is used to determine if a new concept map is related to the maps in a category. Concept map

similarity is computed from a vector representation of the concept maps. This representation is

similar to the popular term-fr equency vector with inverse-document frequency adjustment (TF-

IDF) [Salton and Yang, 1973], but takes advantage of the structure of concept maps to adjust term

weights, basedon structural and topological clues to concept importance. The models developed

for assessingconcept importance are discussedin section 3.3.

Users can actively initiate search for new concepts or multi-media resourcesby selecting the

concepts for which extensions are sought, or can rely on the system to monitor concepts being

added to the conceptmap and proactively suggestpropositions or annotations. Propositions in the

map are encoded asconcept-link-concept triples, where the link is outgoing from the �rst concept,

and incoming to the second.

Figure 2.3 shows the processfor searching propositions, concept maps and multimedia re-

sources. Whether in user-driven or proactive mode, the suggester converts the map in progress

to a term vector representation and extracts keywor ds from the concepts selectedby the user or

the suggester. The keywor ds of the selectedconceptsand the vector representation form a query,

processedlocally by the client and remotely by a designated index server. While the keywor ds are

used to look up speci�c suggestions in a case,the term vector servesas a context in the search for
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suggestions.The vector is used to perform a binary search for the best-�tting category starting from

the top of the relevant hierarchies in the combined category index and going towards the bottom.

By adjusting a slider, userscan control how far the retrieval algorithm descendsin the category

index hierarchy treeto search for related concept maps. The further it descends,the fewer maps it

�nds, but those found are more closely related to the map in progress.This allows users to control

how broad or narrow a search should beperformed. Oncea setof related maps hasbeenidenti�ed,

they are examined to �nd suggestions for propositions to extend the current map and to suggest

resourceslinked to relevant nodes in the retrieved map.

Suggestionsextracted from a caselibrary are ranked by meansof a keywor d associationfactor,

based on the distances between concepts within a concept map. The keywor d association factor

is discussed in detail in [Leake et al., 2002] and [Leake et al., 2003b]. Among all the potential sug-

gestions only the 	 most relevant ones are displayed, sorted by their rank. The value of 	 can be

changed by the user.

Initial evaluations of indexing performance and proposition suggestionshow promising results.

Details on preliminary experiments performed to evaluate the proposition suggestersystemcanbe

found in [Leake et al., 2002, Leake et al., 2003a, Leakeet al., 2003b].

Suggester for Relevant Topics

Suggestionsfrom previous concept maps are useful for elaborating new maps, but cannot help

to extend the knowledge model beyond information that hasalready beencaptured in the concept

map libraries. Another suggester, EXTENDER (EXtensive Topic Extender from New Data Explor-

ing Relationships), developed at Indiana University , identi�es and suggestsnovel topics that the

expert may wish to include in the knowledge model.
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Figure 2.4:The processfor searching new topics.



2. Knowledge Modeling Support 43

Topics are commonly de�ned as piecesof data that have been grouped together as a result of

having a common theme. EXTENDER's processfor searching new topics is outlined in �gur e 2.4.

The system produces topics by an iterative processwhich takes a knowledge model as input and

queries a Web search engine to �nd documents related to the initial model. At eachstep, the infor -

mation found is clustered and incrementally used to guide further search, resulting in a sequence

of generations of new topics. Irr elevant information is �lter ed by contrasting the search results

with the search context, initially de�ned using the knowledge model under construction, and then

progressively updated asthe focus moves through a connectedseriesof topics. Cohesivetopics are

generatedby clustering the results returned by the Web search process.The systemusesa curiosity

mechanism to favor exploration during initial stagesand exploitation at the end of the process.

After a few iterations the processyields a �nal collection of topics which the system presentsas

suggestionsto the user.

The design and evaluation of techniques to support knowledge extension by means of a topic

suggester is the focus of this dissertation research. A framework for topic generation and a de-

scription of the methods applied in the implementation of EXTENDER are discussed in detail in

chapters 4 and 5. The evaluation of the proposed methods is reported in chapter 6.

Integrated Suggestion Presentation

The threesuggestersystemsaddressthe challengesof proactively and unobtrusively providing

the knowledge modeler with suggestions to extend the model under construction. To integrate

the material collected by the three suggestersand present them in a convenient form, we use a

suggestionpanel implemented for CmapTools by So�a Brenes.The panel is attachedto the side of a

conceptmap and becomesvisible only when the user decidesto open it; otherwise, an unobtrusive

signal lets users know when suggestions have arrived if the panel is closed. Figure 2.5 depicts a
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Figure 2.5: Concept map under construction with associatedSuggestions.

map under construction and the side panel with associatedsuggestions. Controls allow users to

enable or disable particular suggesters,to requestan update on the presentedsuggestions,and to

requestadditional suggestionsof a given type.



3

Modeling Concepts and their Descriptive

Power

Concept mapping was developed in an educational setting by JosephNovak, in an effort to de-

sign better teaching and learning activities [Novak and Gowin, 1984]. Novak based the approach

on Ausubel's cognitive learning theory [Ausubel, 1963, Ausubel, 1968], which proposesthat mean-

ingful learning is a processin which new information is related to an existing relevant aspectof an

individual cognitivestructure.

3.1 Concepts and Cognitive Structure

Cognitive structure is a central construct of Ausubel's theory of meaningful learning. This the-

ory emphasizesthe importance of a clear, stableand suitably organized structure, forming connec-

tions between piecesof knowledge, to facilitate new learning and retention. The processof learning

requires deliberate effort by the learner to connect new concepts to relevant preexisting concepts

45
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and propositions in the learner's own cognitive structure. Concept mapping was designed to sup-

port the learner's effort by externalizing conceptsand propositions known to the student, making

them visually apparent to facilitate their connection with newly acquired concepts.

Most theories of knowledge organization emphasizethe importance of conceptsand their asso-

ciations. According to the classicalview of concepts, which dates back to the philosophical works of

Plato and Aristotle, a conceptmeaning canbecharacterized by a conjunctive lists of properties. All

properties used in de�ning a conceptmust be necessaryand suf�cient to identify what is and what

is not an instance of the concept. The classicalview has shown to be limited—some of its predic-

tions arehighly questionableor havebeenshown to beuntr ue [Medin and Smith, 1984]. Other lines

of research (e.g., [Roschet al., 1976, Tversky, 1977, Schankand Abelson, 1977, Schanket al., 1986,

Wisniewski and Medin, 1991, Gädenfors, 2000]) have examined alternative frameworks to account

for certain aspectsof complex knowledge organization.

For the purpose of this study, we adhere to Novak's de�nition of concepts. Novak de�nes

conceptsas “per ceived regularities in events or objects,or records of events or objects,designated

by a label.” According to Collins and Quillian (1969)concepts are formed to promote cognitive

economy. In other wor ds, humans consider certain elements of the world as instancesor members

of a classto decreasethe amount of information to perceive, learn and retain. In addition, as has

beensuggestedby Ausubel, the arrangement of conceptsin an individual cognitive structure tells

us about an individual's organization of knowledge in a particular subject-matter �eld at any given

time.

Empirical studies provide support for the usefulness of concept maps for assessingcognitive

structure [Aidman and Egan,1998, Michael, 1994]. As a consequence,concept maps are particu-

larly useful in education and cognitive psychology asa medium for examining the organization of

knowledge in human memory [West et al., 2002].
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3.2 Knowledge Representation in Memory

Descriptive Theories of Knowledge Organization

The problem of knowledge representation in memory has been a central issue in the study of

human cognition. The �rst theories developed for explaining the organization of knowledge can

be traced back to Kenneth Craik's work on the early 40'swhere he intr oduced the notion of mental

model assmall-scalesymbolic representationsof reality [Craik, 1943]. Most subsequentdescriptive

theories of knowledge organization in memory have followed Craik's principle that the mind is a

symbolic system. Ausubel's cognitive structure is an example of such theories. Other symbolic the-

ories of knowledge organization include semantic memory [Quillian, 1968, Tulving, 1972], frames

[Minksy , 1975], and scripts [Schankand Abelson, 1977]. Each of these theories presents unique

ideas about the structure of knowledge in memory. For example, the essentialorganizing principle

of cognitive structuresis that of “hierar chy”. Semanticmemory also assumesthat human memory

is arranged in a hierarchical fashion but focuses mainly on “semantic relatedness” or “semantic

distance” between concepts. The frame and script theories, alternatively , claim that knowledge is

organized around “expectation” and can be modeled using slot-�llers, pointers between frames or

scripts, and instantiation procedures. Despite the many dif ferencesamong theories of knowledge

organization in memory, all of them share the fundamental premise that models of knowledge are

built in terms of components, and that thesecomponents are organized.

Thenatureof the components that representknowledge varies among representationsof wor ds,

conceptsand events. The organization of thesecomponents refers to the speci�c relations among

them, where these relations can be de�nitional, instances, temporal, causal, or class inclusions,

among others. Schemesbased on graphs or networks are commonly used as models of human
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memory organization, to account for phenomena such assimilarity judgments or hierarchical cat-

egory structure. Proposals for non graph-based representations to model concepts and their re-

lationships include formal concept analysis [Ganter and Wille, 1999], which models the organi-

zation of concepts in terms of lattice theory, and the geometric structure of conceptual spaces

[Gädenfors, 2000].

Externalizing Knowledge

Associated with many descriptive theories is a schemefor externalizing the way knowledge

is represented in the human. An important aspect of an external representation is that it allows

us to reach conclusions by looking only at features of the representation. Successfulknowledge

management largely depends on the ability to elucidate the experts' understanding of a domain,

to represent that understanding in a form that supports effective examination by others, and to

make the encodedknowledge accessiblewhen needed. A central question is how to externalize the

needed knowledge.

Most representational systems that have been developed are propositionally based, which

means that knowledge is representedas a set of discrete symbols or propositions. Computer sci-

entists looked at formalisms developed by mathematicians and logicians to useasrepresentational

structures,and formalisms such as predicate calculus led the way to many AI developments. The

predicate calculus approach to knowledge representation has the advantage of providing a pow-

erful and simple representational mechanism with a well understood semantics and inferential

component. However, as has been discussed in a number of sources, the language of predicate

calculus is not natural to model some of the most salient psychological aspects of knowledge

such its associative nature [Rumelhart and Norman, 1988]. This resulted in the development of

alternative representational schemes,both formal and informal, in which knowledge pieces are
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connectedto eachothers to form graphs or networks.

Semanticnetworks [Quillian, 1968] are formal representation schemesused to model semantic

memory. Quillian's semantic network was intr oduced as a graph-based means of representing

concepts in memory, where nodes stand for conceptsand relations are associationsamong setsof

concepts. In this way, the meaning of a concept is given by the patterns of relationships in which

the concept participates. Somenodes in a semantic network may correspond to wor ds in natural

languages, others representconceptswith no natural language equivalent, and others are tokens

that representinstancesof more general concepts.

The work on semantic networks was followed by other formal approachesto graph-based rep-

resentationssuch asKL-ONE [Brachman and Schmolze,1985] and conceptual graphs [Sowa, 1984].

Theserepresentational schemesare closely related to the formalism of predicate calculus and at-

tempt to provide a representation suitable for machine processing. The externalization of knowl-

edge using formal representational schemesmaximizes the usefulnessof captured knowledge for

automated processingbut, as discussed earlier, requiresconsiderable involvement by knowledge

engineersto mediate knowledge modeling.

Our approach for externalizing knowledge held by an individual builds on concept mapping.

By externalizing a cognitive structure asa conceptmap, individuals candisplay the organization of

their knowledge about certain topics. Theseexternalizations enableknowledge sharing by others.

Electronic concept maps are valuable from a computational perspective because they are

machine-readable representations of an individual understanding of a particular topic. From a

data-processing view, electronic concepts maps have many advantages over other knowledge

externalization forms, such aspurely textual forms in at least two respects:

1. in concept maps, conceptsand their relationships are readily available, and
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2. concept maps are usually hierarchical and have a rich topology.

However, in order to take advantage of this structural information it is fundamental to (1) gain

understanding of the dif ferent topological roles of conceptsin a map, and (2) develop methods for

usefully summarizing and applying this information. The next section discussesour approach for

assessingthe importance of concepts in concept maps and how we use such assessmentsto build

conciseand informative summaries of conceptsmaps.

3.3 Assessing Concept Descriptive Power in Concepts Maps

There has been little study of what affects subjects' judgments of the topic of a concept map,

how to determine topic similarity from concept maps, and the types of representationsthat may

support computer models of concept map retrieval. In previous studies using similar types of

representations,topological information about graphs has been used to de�ne measuresof graph

similarity [Goldsmith and Davenport, 1990, Goldsmith et al., 1991] and for concept clustering

[Esposito, 1990]. These frameworks are based on the premise that the closer the relationship of

two concepts—the “closer ” they are in cognitive structure—the closer they will be in the graph

representation. This has been used to induce concept proximity or relatedness. In order to

assessthe importance of concepts in concept maps we investigate a complementary question, the

in�uence of other structural factors, such asthe numbers of incoming and outgoing links.

Applying Topological Analysis to Concept Maps

How graph topology affects assessmentsof concept importance is central to understanding

the information conveyed by concept map structure. We developed three candidate models of
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the in�uence of structural characteristics on human expectations for the importance of particular

conceptsto the topic of concept maps. Thesemodels have been intr oduced in [Leake et al., 2004a],

and portions of the following are adapted from that work.

In the models, conceptsare representedasnodes in the concept map graph and the topology of

the concept map is used to compute a weight predicting eachconcept's importance in describing

the topic of the map. To determine which factors to include in the models, we �rst considered fac-

tors from the concept mapping literatur e. Novak proposed that meaningful learning is facilitated

when new concepts or concept meanings are subsumed under broader, more inclusive concepts,

which suggests that concept maps should have a hierarchical structure. Our models can re�ect

such a structure, with weightings re�ecting that important conceptsare at the top of the map, and

lessimportant at the bottom.

We also considered the applicability of topological analysis methods from other domains, in

particular , Kleinberg's HITS algorithm [Kleinber g, 1999] for topological analysis of graphs, used to

identify important nodes in a hyperlinked environment. Kleinberg's work characterized nodes on

the World Wide Web as“hubs” and “authorities” basedon their interconnections. When applied to

concept maps, we expectedhub and authority conceptsto be especially important to determining

the topic of concept maps.

The hypothesesunderlying our useof topological analysis to assessconcept descriptive power

are the following:

1. Concepts that are closer to the root of a concept map are considered better descriptors of the

topic of the map.

2. Conceptswith higher connectivity are considered better descriptors of the topic of the map.

The models presentedin the rest of this chapter provide the theoretical basisfor answering the
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�rst of our research questions:

ResearchQuestion One: How cantopicdescriptionsbealgorithmicallyextractedfromnon-standardized

structuredknowledgerepresentationssuchasconceptmaps?

Two of the proposed models are parameterized so that the actual contribution of hierarchical

structure and connectivity—if any—can be determined empirically . In the following we present

the three models. The evaluation of these models is presentedin section 6.1, where we report on

the results from an experiment conducted at Indiana University to study the �t of our models with

human-subjectsdata.

Connectivity Root-Distance Model (CRD)

The connectivity root-distance model is based on two observations. First, concepts that par-

ticipate in more than one proposition, as indicated by their connectivity—the number of incoming

and outgoing connections—maybemore important in de�ning a map's content than conceptswith

lower connectivity. Second,Novak argues that concept maps are best constructed if a “focus ques-

tion” or a single root concept guides the selectionof conceptsand their hierarchical organization in

the map. In his description on how to construct “good concept maps” Novak suggeststhat oncea

focus question has been formulated, the next step is to identify the key conceptsthat apply to the

particular situation. “These could be listed, and then from this list a rank order should be estab-

lished from the most general, most inclusive concept, for this particular problem or situation, to

the most speci�c, least general concept.” This suggeststhat the root concept, located at the top of

a map, may be the most general and inclusive concept and that concept importance may increase

with proximity to the root concept.

The CRD model calculatesroot proximity as the minimum number of dir ect links between the
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Figure 3.1:A simple concept map about glaciers.

map's root conceptand a given concept. In addition, it determines the connectivity of eachconcept,

by counting both the number of outgoing and incoming links. For example, in �gur e 3.1, the

concept “masses of ice” has a connectivity of four (one outgoing and three incoming links) and a

distance of one to the root concept “glaciers”. If concept 
 in a map has � outgoing and � incoming

connections to other concepts and is  steps distant from the root concept of the map, then the

weight assignedto 
 by the CRD model is
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The model parameters
�

, � , and + determine in�uence of the outgoing connections, incoming

connections, and distance to the root concept. The formula implies that the higher a concept's

connectivity and the shorter its distance to the root concept, the larger its weight and therefore

relevancein the topic of the map.

An important characteristic of the CRD model is that each concept's connectivity weight can
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PROCEDURE COM PUTE-CRD-WEIGH TS

INPUT :
G = (V,E):a conceptmapgraph

�

: thein�uence ofoutgoingconnections
� : thein�uence of incomingconnections

+ : thein�uence ofdistanceto theroot
OUTPUT:
w: a vectorsuchthat w[v] representsv's CRD weight

BEGIN
r = ROOT(G) % Returntherootconcept(weassumethemaphasaroot)
d = M IN IM UM -ROOT-D ISTA N CE(G,r)
for eachvertex v , V[G]
do

i = IN COM IN G(v) % Returnthenumberofedges(u,v) incomingto v
o = OUTGOIN G(v) % Return thenumberofedges(v,u) outgongfromu
w[v] = (

�

* o + � * i) * (1/(d[v]+1)) ˆ (1/ + )
return w

END

Table 3.1: Pseudocodeof the algorithm for computing the CRD weights.

be computed independently of the weights of other conceptsin the map. As a consequence,these

weights are basedon local topology only, with positive computational cost effects.The procedures

used to compute the CRD weights for a concept map are shown in table 3.1and 3.2.

The most expensive part of this algorithm is the computation of eachconcept's minimum dis-

tance to the root, implemented by the procedure M IN IM UM -ROOT-D ISTA N CE. This procedure is

an adaptation of Dijkstra's algorithm [Cormen et al., 1990], which solves the single-sourceshortest

path problem on a graph in -

�

	/.0� , where 	 is the number of vertices in the graph.

Hub Authority and Root-Distance Model (HARD)

The Hub Authority and Root-Distance Model also explores the importance of the root node

and the hierarchical organization of concepts in maps. However, while CRD performs a local

analysis, only taking immediate neighbors into account for computing a concept's connectivity,
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PROCEDURE M IN IM UM -ROOT-D ISTA N CE

INPUT :
G = (V,E):a conceptmapgraph
r: thevertexrepresentingtherootof theconceptmap

OUTPUT:
d: avectorsuchthat d[v]=k if k is theminimum distancebetweenr andv

BEGIN
for eachvertex v , V[G]
do

d[v] = 1

d[r] = 0
Q = V[G]
while Q 2�43

do
u = EXTRA CT-M IN (Q) % deleteandreturn thevertexfromQ whoseindexis minimum
for eachedge(u,v) , E[G] % edgesoutgoingfromu
do

if d[v] 5 d[u] + 1
then

d[v] = d[u] + 1
return d

END

Table 3.2: Adaptation of Dijkstra's algorithm for computing eachconcept's minimum distance to
the root.

HARD performs a global analysis on the in�uences of the concepts on each other. Its analysis

centerson threedif ferent types of conceptsthat may be found in a concept map:

� Hubsare conceptsthat have multiple outgoing connections to authority nodes.

� Authoritiesare conceptsthat have multiple incoming connections from hub nodes.

� Uppernodes include the root concept and conceptsclosestto the root concept.

To determine a node's role as a hub or authority , we adapted Kleinberg's algorithm

[Kleinber g, 1999] for analyzing hyperlinked graphs to concept maps. Our algorithm asso-

ciateseachconcept with threeweights between 0 and 1, eachre�ecting the concept's role asa hub,

authority , or upper node. A given concept may simultaneously have properties of all three,but in
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PROCEDURE COM PUTE-H A RD-WEIGH TS

INPUT :
G = (V,E):a conceptmapgraph

�

: thein�uence ofhubweights
� : thein�uence ofauthority weights

6 : thein�uence ofproximity to theroot
OUTPUT:
w: a vectorsuchthat w[v] representsv's HARD weight

BEGIN
r = ROOT(G) % Returntherootconcept(weassumethemaphasaroot)
[h,a] = H UBS-A UTH ORITIES(G)
d = M IN IM UM -ROOT-D ISTA N CE(G,r) % de�nedin theCRD algorithm
for eachvertex v , V[G]
do

u = 1/ (d[v] + 1)
w[v] =

�

* h(v) + � * a(v) + 6 * u
return w

END

Table 3.3:Pseudocodeof the algorithm for computing the HARD weights.

Figure 3.1, “glaciers” is primarily a hub concept, due to the number of outgoing connections,and

“massesof ice” is primarily an authority , due to its mostly incoming connections. Among the three

conceptswith outgoing links to the concept “massesof ice”, “glaciers” is the one with the greatest

in�uence in making “masses of ice” an authority node, becauseof the comparative strength of

“glaciers” asa hub.

In the HARD model, the threeweights of a selectedconcept 
 arecombined into a single weight

asfollows:
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In the above formula
:

,
<

, and
?

are the corresponding hub, authority , and upper node weights

of a concept in a map and
�

, � , and 6 are the model parameters. As above, the parameters re�ect

the in�uences of the dif ferent roles that a concept may play. The proceduresused to compute the

HARD weights in a concept map graph are outlined in tables3.3,3.4and 3.5.
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PROCEDURE H UBS-A UTH ORITIES

INPUT :
G = (V,E):a conceptmapgraph

OUTPUT:
h: a vectorwith hub-weightvalues
a: a vectorwith authority-weightvalues

BEGIN
for eachvertex v , V[G]
do

h[v] = 1
a[v] = 1
h B [v] = 0
aB [v] = 0

while (h BC2 � h) or (aBD2 � a)
do

aB = a
h B = h
a = SUM -IN (G,h B ); h = SUM -OUT(G, aB )
N ORM A LIZE(a) % normalizevectora sothat EGFIH

��J

��.K�

 

N ORM A LIZE(h) % normalizevectorh sothat EGFML

�NJ

�!.O�

 

return h, a
END

Table 3.4:Adaptation of Kleinberg's algorithm for computing Hubs and Authories.

The most costly part of this algorithm is the H UBS-A UTH ORITIES procedure. The iterative

method used to compute the hub and authority weights is guaranteed to converge in at most

	 steps, where 	 is the number of vertices in the graph representation of the concept map

[Kleinber g, 1999]. This fact, combined with the doubly nested loop structure of the SUM -IN

and SUM -OUT procedures yields an -

�

	/P0� upper bound on the worst-case running time of this

algorithm.

Path Frequency Model (PF)

The Path Frequency Model, like the CRD model, re�ects the expectation that conceptspartici-

pating in more propositions will tend to bemore important to the topic of a map. However, instead

of considering only a concept node's immediate connectivity, like the CRD model, the PF model
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PROCEDURE SUM -IN

INPUT :
G = (V,E):a conceptmapgraph
h: a vectorwith in-progresshub-weightvalues

OUTPUT:
a: a vectorwith newcomputedauthority-weightvalues

BEGIN
for eachvertex v , V[G]
do

a[v] = 0
for eachedge (u,v) , E[G] % edgesincomingto v
do

a[v] = a[v] + h[u]
return a

END

PROCEDURE SUM -OUT

INPUT :
G = (V,E):a conceptmapgraph
a: a vectorwith in-progressauthority-weightvalues

OUTPUT:
h: a vectorwith newcomputedhub-weightvalues

BEGIN
for eachvertex v , V[G]
do

h[v] = 0
for eachedge (v,u) , E[G] % edgesoutgoingfromv
do

h[v] = h[v] + a[u]
return h

END

Table 3.5: Auxiliary proceduresfor computing Hubs and Authorities.

considers indir ect relationships aswell. It counts all possible paths, starting from the root concept,

that contain the concept in question and either (1) end on a concept with no outgoing connections,

or (2) end on a concept that hasalready beenvisited in that path.

The weight
���


�� of a concept 
 in a map is the number of paths crossing 
 . Unlike the previous

two models, this model considers only a single in�uence on concept weight, and consequently

requiresno parameters.

We note that if a concept has high connectivity (which allows for many paths to form in the
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PROCEDURE COM PUTE-PF-WEIGH TS

INPUT :
G = (V,E):a conceptmapgraph

OUTPUT:
w: a vectorsuchthat w[v] representsv's PFweight

BEGIN
r = ROOT(G) % Returntherootconcept(weassumethemaphasaroot)
for eachvertex v , V[G]
do

w[v] = 0
visited w = FIN D-PATH S(G,r,visited,w)

return w
END

Table 3.6:Pseudocodeof the algorithm for computing the PFweights.

map), then the number of paths crossing a concept also increasesfor concepts indir ectly linked to

the high-connectivity concept. For example, the PF value for the concept “gravity” in �gur e 3.1 is

three,becausethere are threepaths extending from the root concept to “gravity ,” due to “massesof

ice” which is well connectedin the map.

Due to the hierarchical structure of concept maps, concepts that are closer to the root tend to

participate in more paths. In particular , the root concept participates in all possible paths in a map

and as a consequenceit receivesthe highest PF weight. The procedures used to compute the PF

weights of a concept map are presentedin tables3.6and 3.7.

The theoretical upper bound on PF time complexity is -

�

	RQ � , where 	 is the number of vertices

in the concept map graph. In practice, however, due to the sparsenature of graphs representing

conceptmaps, the costof computing the PFweights is usually much smaller than this upper bound.

Eachof the threemodels presentedin this section applies distinguishing mechanismsto model

concept importance in concept maps, but nonethelessthey all share the central idea that topology
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PROCEDURE FIN D-PATH S

INPUT :
G = (V,E):a conceptmapgraph
v : a conceptfromwhichthesearchfor pathsbegins
visited: avectorsuchthat visited[v] =1 if v hasbeenvisited,andvisited[v] =0 otherwise
w: a vectorsuchthat w[v] representsthenumberofpathsin whichv participatessofar

OUTPUT:
w: a vectorsuchthat w[v] representsthenumberofpathsin whichv participatessofar

BEGIN
if visited[v] = 1
then % A cyclewasfound,updateand�nish

w= w + visited
else % Thevertexv hasnot beenvisited

visited[v] = 1
if there is no edge (v,u) , E(G)
then % v hasnooutgoingconnections,updateand�nish

w = w + visited
else % v hasoutgoingconnections,continuesearchingfor paths

for eachedge (v,u) , E[G] % edgesoutgoingfromv
do

w = FIN D-PATH S (G,u,visited,w)
return w

END

Table 3.7:Procedure for counting how many paths crosseachconcept in a concept map

is important to assessconcept descriptive power. In particular , they are all basedon the premises

that (1) conceptsthat arecloser to the root of a conceptmap are better descriptors of the topic of the

map, and (2) conceptswith higher connectivity are better descriptors of the topic of the map.

In section 6.1we will provide empirical evidence, supporting the effectivenessof our topologi-

cal models in predicting human's judgments of concept importance in concept maps.
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Context-Based Topic Search

The extraction of descriptors from a conceptmap, which was the focus of chapter 3, is important

becausea small set of terms with high descriptive power can convey the topic of the map to a

human. However, the task of identifying good descriptors is distinct from identifying good query

terms for retrieving related information. When providing support for knowledge extension, other

terms may be effective cues for retrieving topic-relevant documents, but they may not be good

descriptors or may not even be presentin the map.

This chapter develops a framework for the dynamic identi�cation of “good query terms” to

aid topic search in the context of a knowledge model under construction. We begin by discussing

classicalapproachesto information retrieval and their limitations when applied to the problem of

context-basedtopic search on the Web. Then, we review work on Web mining and topic extraction

that relatesto our work. After this review, we describe our theoretical framework for addressing

the query formation and topic identi�cation problems.

61
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4.1 Information Retrieval and Web Search

The World Wide Webprovides a rich sourceof information on potential new topics to include in

a knowledge model. To accessrelevant information, appropriate queries must be formed. In text-

basedWebsearch,users' information needsand candidate text resourcesaretypically characterized

by terms.

Substantial experimental evidence supports the effectiveness of using weights to re�ect

relative term importance for traditional information retrieval (IR) [Salton and Yang, 1973,

Salton and Buckley, 1988]. The main purpose of a term weighting system is the enhancement of

retrieval effectiveness.

Recall and Precision

Effective retrieval depends on retrieving those items that are likely to be relevant to the user's

needs, but also on �ltering irr elevant material. In order to assessthe ability of a system to re-

trieve relevant items and rejectthe irr elevant ones,the IR community normally usestwo measures,

known asrecalland precision.

Given an information requestand its setof relevant documents S , assumethat a given retrieval

strategy generatesa document answer set T . The recall and precision measures are de�ned as

follows [Baeza-Yatesand Ribeiro-Neto, 1999]:

� Recall is the fraction of relevant documents (the set S ) which hasbeenretrieved, i.e.,

Recall �VU

SXWYT

U

U

S

U
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� Precision is the fraction of retrieved documents (the set T ) which is relevant, i.e.

Precision � U

SXWYT

U

U

T

U

Therecallmeasure,asde�ned above,assumesthat we have accessto
U

S

U

, the number of relevant

documents. For a large and dynamic corpus, such as the Web, it is impossible to determine this

number. Appr oximations for the recall and precision measures for the Web domain have been

proposed in a number of studies (e.g, [Saracevic,1995, Chu and Rosenthal,1996, Wishard, 1998,

Srinivasan et al., 2004]).

In principle, a system is preferred that produces both high recall and high precision. To serve

recall and precision, conventional IR schemeuse composite term weighting factors that contain

both recall- and precision-enhancing components. However, as has been discussed by a number

of sources, issues arise when attempting to apply conventional IR schemesfor measuring term

importance to systems for searching Web data [Kobayashi and Takeda,2000, Belkin, 2000]. One

dif �culty is that methods for automatic query formation for Web search do not have accessto a full

prede�ned collection of documents, raising questions about the suitability of classical IR schemes

for measuring term importance when searching the Web. A central question addressedin our work

is how to formulate topic descriptors and discriminators to guide context-basedtopic search on the

Web.

The Classical View of Descriptors and Discriminators

The IR community has investigated the roles of terms as descriptors and discriminators for

several decades. SinceSparck Jones'seminal work on the statistical interpr etation of term speci-

�city [Jones,1972], term discriminating power hasoften beeninterpr eted statistically, asa function
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of term use. Similarly , the importance of terms as content descriptors has been traditionally esti-

mated by measuring the frequency of a term in a document.

The combination of descriptors and discriminators gives rise to schemes for measuring

term relevance such as the familiar term frequencyinversedocumentfrequency(TF-IDF) weighting

model [Salton and Yang, 1973]. TF-IDF is a simple way to measure the relevanceof a term for a

document relative to a collection. Relevanceaccording to the TF-IDF schemeis determined by two

quantities:

� Term Frequency. Given a document  and a term Z , the termfrequencyis simply measured as

the number of times term Z occurs in document  :

TF(d,t) �[	

�

]\�Z��

� Inverse Document Frequency. Given a term Z and a collection ^ of documents, the

inverse documentfrequencymeasure varies inversely with the number of documents to

which a term is assigned. In its common form, inversedocumentfrequencyis de�ned as

follows [Salton and Yang, 1973]:

IDF(t) �`_badc

 

�

U

^

U

U

^fe

U

where
U

^
e

U

representsthe number of documents in ^ containing term Z .

Term frequency factors help to achieve high recall. However, term frequency alone cannot in-

sure acceptableprecision becausehigh frequency terms may also occur in irr elevant documents.
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Hence inverse document frequency performs the function of penalizing those terms that lack dis-

criminating power. TF and IDF are combined to form the TF-IDF measure as follows:

TF-IDF(d,t) � TF(d,t) g IDF(t)

New Challenges for Information Retrieval

The TF-IDF schemeis a reasonablemeasure of term importance but is insuf�cient for the task

domain for our research. Searching the Web to support knowledge extension presentsnew chal-

lengesfor formulation of descriptors and discriminators. Speci�cally , making full use of the infor -

mation available in knowledge models requires:

� Search methods that can re�ect extensive contextual information (instead of attempting to

summarize context in a small number of weighted terms). For knowledge model extension,

the knowledge model under construction provides a rich context that can be exploited for

information �ltering, term-weight reinforcement, and query re�nement. Becausesearch en-

gines may restrict queries to a small number of terms (e.g., the 10-term limit for Google),

incremental approachesmay be needed to fully re�ect search context.

� Methods for topic search(instead of document search). Usersselecting topics to include in a

knowledge model will be aided by search methods which dir ectly generatecharacterizations

of possible topics—which may span individual documents—rather than simply presenting

setsof documents. In traditional IR approaches,term discriminating power is basedon the

overall rarity of a term in a document collection, rather than on term distribution acrossdif-

ferent topics. For example, the term discrimination value under the TF-IDF model expresses

the goodnessof a term in discriminating a document, asopposed to discriminating the topicof
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the document. Mining topics requiresnew measuresfor term discrimination.

� Methods for searching open collections of documents (instead of a pre-de�ned and

pre-analyzed collection). In Web-basedknowledge extension tasks, the search spaceis the

full Web, and analysis must be limited to a small collection of documents—incremental

retrievals—that is built up over time and changes dynamically . Unlike traditional IR

schemes,which analyze a prede�ned collection of documents and search that collection,

Web-basedknowledge extension must rely on methods that use limited information to assess

the importance of documents and to managedecisions about which documents to retain for

further analysis, which onesto discard, and which additional queries to generate.

Before intr oducing our framework for context-basedtopic search on the Web,we presenta brief

review on the most relevant work in the areasof Web mining and topic extraction.

Web Mining and Topic Extraction

Web mining is the processof extracting knowledge and patterns from the Word Wide Web. The

Web is massive, dynamic and diverse, presenting interesting challenges for developing systems

aimed at exploiting the rich information sourcesit provides. Despite the fact that extracting useful

information from the Web is to a great extent more complex than dealing with standardized in-

formation sources,such asdatabases,important advanceshave beenmade basedon the Structured

WebHypothesis[Etzioni, 1996b], which statesthat “information on the Web is suf�ciently structured

to facilitate effective Web mining.”

Numer ousWebagentshave beendeveloped to facilitate Webmining and topic extraction. Some

of these agents, such as the SoftBots [Etzioni and Weld, 1994, Etzioni, 1996a] operate on top of

Internet tools and services, with the purpose of abstracting away the technology underlying the
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accessedresources. The kind of Web agents known as Web crawlers [Pant et al., 2004] exploit the

graph structure of the Web to follow hyperlinks, discover resources,and map them into searchable

index structures. SomeWeb crawlers are exhaustive, and perform an extensive exploration of the

resourcesavailable online, independently of a pre-de�ned set of topics. Other Web crawlers are

topical or focused [Chakrabarti et al., 1999c, Menczer et al., 2004], in which casethe mining process

is guided not only by following existing links but also by considering content to focus on pages

relevant to a speci�c theme.

Web mining is divided in three main categories [Kosala and Blockeel,2000] identi�ed as Web

content mining, Web structure mining, and Web usage mining. The thir d category, Web usage

mining, deals with the extraction of Web navigational trends and patterns with the purpose of

predicting user behavior. The extracted data can be used to reduce response time in the Web

environment as well as to impr ove Web site design and navigation opportunities. Overviews of

research on this area can be found in Borges et al. (1999),Srivastava et al. (2000),Cooley's PhD

thesis (2000),and Eirinaki and Vazirgianni (2003).

Web Content Mining

Our work on context-basedtopic search relatesto work on Web content mining and Web structure

mining. Much of the existing work on Web content mining builds on long-established areasof

research, including information retrieval, natural language processing, databases,and machine

learning. Web content mining usually combines text-mining and intra-documentstructure mining

techniques.

Text-mining is performed by looking at document's text-data to identify salient features,which
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are extracted and employed to create indices, or to �ll in data structures (e.g., vector representa-

tions) or databases. Text-mining algorithms draw on a range of methods such as automatic text-

learning [Mladenic, 1999], text categorization [Sebastiani,2003], clustering [Everitt, 1980] and latent

semantic indexing [Deerwester et al., 1990], among many others.

Instead of merely exploiting text-data, intra-document structure mining approachesalso take

advantage of the additional structural information (e.g., tags and hyperlinks) existing in semi-

structured data. Semi-structured data, sometimes called self-describing data, has a series of dis-

tinguishing characteristics [Abiteboul et al., 1997, Abiteboul et al., 2000]. In a dif ferent way from

rigidly structured data that is normally constrained by an a-priori schema,semi-structured data

is only bond to an a-posteriori data guide, which provides indication of an implicit, partial and

irr egular structure. Curr ently, HTML documents are the most highly disseminated forms of semi-

structured data. HTML is a document markup language that usesprede�ned tags for presentation

purposes and not to convey semantics. In spite of that, various approacheshave demonstrated that

HTML tags can be usefully exploited to extract meaningful content [Doorenboset al., 1997] and to

develop wrappers [Ashish and Knoblock, 1997, Kushmerick et al., 1997], which are programs that

provide databaselike interfaces to HTML sources. A proposal worth noticing is the Web KB sys-

tem [Craven et al., 2000], which, guided by an ontology and relations of interest, is trained to mine

HTML pagesand extract symbolic information that is added to a large knowledge base.

HTML has been extended in dif ferent ways, to support automatic extraction of information

from semi-structured data. XML, in a dif ferent way from HTML, is a data interchange format

where the tags describe meta-information, commonly used to supply semantics. This facilitates

the extraction of content but intr oducesa number of issuesdue to the fact that XML only provides

a data format for documents, without a prede�ned vocabulary, data types or data interpr etation.

Document Type De�nition (DTD), XML Schemas,and Ontology Languages such as RDF and its
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extension DAML+OIL have been intr oduced with the purpose of addressingsome of theseissues

[Klein, 2001] and to contribute to the realization of a SemanticWeb. The content of a SemanticWeb

is expected to be meaningful and tractable not only by Web mining agents but also by reasoning

engines.

Web Structure Mining

The secondWeb mining category, Web structure mining, dealswith the structure of the hyperlinks

within the Web, hence with the inter-document structure. Modeling the Web as a huge graph,

where the pages representnodes and the hyperlinks edges,admits the implementation of math-

ematically clean connectivity analysis methods. The main premise behind the application of con-

nectivity analysis on the Web graph is that authoritativeness, in addition to relevance is desired

in search results. Popularity has been taken as the principal emissary of authoritativeness; hence,

techniques borrowed from social network and citation analysis theory have beenused to discover

authority sites (most popular pages)and hubs (accesspoint to good authority pages).

One of the goals of the EXTENDER system is to provide topics that facilitate accessto authori-

tative sites. EXTENDER produces topics associatedwith authoritative Web pagesas a by-pr oduct

of our use of Google Web API service to search the Web. In order to estimate the importance of

Web sites, the Google search engine uses PageRank[Brin and Page,1998] as a component of its

search-result ranking mechanisms.

PageRank and HITS

PageRankprovides an objective measure of the popularity of Web pagesbasedon the probability

that an idealized Web surfer jumps to a Web page as the result of a random walk on the Internet

graph. The PageRankmeasure is estimated by meansof a recursive formula basedon the amount
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of incoming hyperlinks to a page, while recurrently considering the rank of the pagesfrom which

the links come. This rank is assigned to Web pages based solely on connectivity analysis, and is

independent from the content of the pages.A search on Google returns pagessequentially ordered

in terms of a measure that combines content relevance (between query and page) and the pre-

computed PageRankscore.

Another prominent algorithm that uses connectivity analysis to estimate the importance of a

Web site for a particular query is HITS [Kleinber g, 1999] (which was brie�y discussed in section

3.3,in connection to the problem of �nding important conceptsin a concept maps). Instead of pre-

processingthe whole Web graph structure, HITS operates on focused subgraphs that result from

extending the outcome of a query presentedto a search engine. One of the motivations underlying

the HITS algorithm was the observation that, at the time HITS was proposed,a typical search on the

Internet might not return the most authoritative pagesrelevant to a query. However, a search was

likely to return at least one result with a link to someauthoritative page. The algorithm, therefore,

expandsthe results returned by asearch engine by adding pagescontaining links that enter or leave

any of the pagesin the initial set. This is followed by the application of an iterative algorithm aimed

at identifying the authoritative pages in the expanded graph of pages. The algorithm associates

with each page � two weights
:�h

and
<$h

, standing for hub weight and authority weight of the

page. Important authorities are those that have links from important hub, whereas important

hubs are expected to have links to multiple relevant authorities. Hub and authorities reinforce

each other, and by means of a convergent cross-recursive algorithm it is possible to compute the

:
h

and
<

h

weights for each node � in a graph. HITS algorithm generatesa graph expansion and

performs connectivity analysis after the query is presentedand therefore is slower than Google,

which utilizes pre-computed ranks.
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Combining Content and Link Information

In hyperlinked environments, keywor ds non-local to a document extracted from text asso-

ciated with incoming links have been used to augment the description of resources and to

impr ove retrieval [Salton, 1963, Kwok, 1985, Croft and Turtle, 1989, Frei and Stieger, 1992]. These

ideas and some variants have been exploited more recently in work on automatic resource

categorization [Chakrabarti et al., 1998a, Chakrabarti et al., 1998b] and on indexing digital li-

braries based on reference [Bradshaw et al., 2000]. The Clever system [Chakrabarti et al., 1999a,

Chakrabarti et al., 1999b] incorporates heuristics that combine content extracted from anchor

text with link information, resulting in an impr ovement on the HITS algorithms. To avoid topic

contamination or drift, Clever computes a matching measure between the anchor text and the

target query and usesthat measure to weight the edgesof the extended graph.

Bharat and Henzinger (1998)also addressthe problem of topic contamination by proposing a

collection of algorithms that impr ove on the resultsdeliver ed by HITS. Their algorithms implement

content analysis of online documents with the purpose of pruning the graph to be distilled. The

pruning of the graph is carried out by discarding thosenodeswhose similarity to the pagesdir ectly

retrieved from the search engine is below a certain threshold.

In order to implement good quality and ef�cient connectivity analysis methods, it is of

primary importance to have effective accessto the Web graph structure. Many proposals have

addressed this issue, providing services and tools for storing and manipulating sets of URLs

and portions of the Web graph [Bharat et al., 1998, Randall et al., 2001, Suel and Yuan, 2001,

Guillaume and Latapy, 2002, Boldi and Vigna, 2003, Raghavanand Garcia-Molina, 2003].
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Topic Identi�cation and Extraction

It has long been recognized that the hyperlink structure of the Web can help to discover

Web communities, which often lead to the extraction of topically coherent subgraphs. Many al-

gorithms basedsolely on link information have beenproposedto partition hypertext environments

[Hara and Kasahara,1990, Bernstein et al., 1991, Hara et al., 1991, Botafogo and Shneiderman, 1991,

Botafogo et al., 1992, Botafogo, 1993, Pitkow and Pirolli, 1997] and to identify and examine the

structure of topics on the Web [Gibson et al., 1998, Dill et al., 2001, Chakrabarti et al., 2002]. Other

algorithms, such as Companion and Cocitation, use the hyperlink structure of the Web to �nd

related pages[Dean and Henzinger, 1999].

While “link-only” approachesoften provide a good indication of relatedness,the incorporation

of textual signals can considerably impr ove methods for grouping similar resourcesand discov-

ering relevant sites. HyPursuit [Weisset al., 1996] is an early example of a system that combines

link and content structure to cluster hypertext. Pirolli et al. (1996)exploit usagestatistics and page

meta-information to associatetypes with Web sites according to their role and purpose (e.g.,head

organizational home page, head personal home page, index, reference, etc.) and for enhancing

clustering and relevanceassessments.

Marchiori (1997)discussesthe idea of hyper search enginesassystemsthat combine textual and

hyper-information content to increasethe precision of current search engines. Chen (1997)presents

an approachcalled Generalized Similarity Analysis (GSA) that combineshypertext linkage, content

similarity and usage patterns to de�ne proximity relations. Proximity data underlying patterns

are representedspatially using Path�nder Networks [McDonald et al., 1990]. Modha and Spangler

(2000)intr oduce the toric k-means algorithm as a geometric hypertext clustering algorithm where

similarity between documents is de�ned in terms of featuresextracted from the document textual

content, out-links and in-links.
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Organizing SearchResults into Meaningful Groups

Our research on topic extraction also sharesinsights and motivations with proposalsaimed at clus-

tering search results(e.g.,[Cutting et al., 1992, Hearst and Pedersen,1996, Anick and Vaithyanathan, 1997,

Kaski et al., 1998, Zamir and Etzioni, 1999, Chen and Dumais, 2000]) and re�ning queries (e.g.,

[Chen and Dhar, 1990, Vélez et al., 1997, Anick and Tipirneni, 1999, Oyama et al., 2001]). However,

dif ferently from our proposals, these systems provide browsing interfaces in which the user's

intervention must beexplicit. In addition, their goal is to help usersto focus on speci�c information

and to remove alternatives rather than to discover novel but related material.

In the remainder of this chapter we discuss the theoretical framework we have developed for

topic generation. The application of the framework in the implementation of the EXTENDER

system will be discussedin chapter 5.

4.2 A Framework for Topic Generation

Topics group documents related by a common theme. One way to representtopics is implicitly ,

as setsof related documents. Alternatively , a topic can be representedas a set of cohesive terms

summarizing the topic content. Someterms may have strong descriptive power, enabling a small

set to convey the topic to a human. As we have discussed in earlier sections,some terms may be

effective cuesfor retrieving topic-relevant documents, but may not be good descriptors. Consider

for example a topic involving exploration of Mars, describedby the following setof terms occurring

in documents related to Mars exploration:
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Mars Exploration Rover Landing Site

Selection Opportunity Spirit Images Global

Surveyor Orbiter Camera MGS MOC

The terms Mars and Explorationaregood descriptors of the topic for a general audience. Terms such

as MGS and MOC—which stand for “Mars Global Surveyor ” and “Mars Orbiter Camera”—may

not be good descriptors of the topic for that audience, but are effective in bringing information

similar to the topic when presentedin a query.

This suggests that the importance of a given term depends on the task at hand; the notion

of term importance has dif ferent nuances depending on whether the term is needed for query

construction, index generation, document summarization or similarity assessment.For example, a

term which is a useful descriptor for the content of a document, and therefore useful in similarity

judgments, may lack discriminating power, rendering it ineffective as a query term, due to low

precision of search results, unless it is combined with other terms which can discriminate between

good and bad results.

Intuitively , we can characterize topic descriptors and discriminators asfollows:

� Terms are goodtopicdescriptorsif they answer the question “What is this topic about?”

� Terms are goodtopicdiscriminatorsif they answer the question “What are good query terms to

accesssimilar information?”

In this section,we develop a framework for addressingthe secondof our research questions:

ResearchQuestion Two: Howcanknowledgemodelsbeusedtocharacterizeinformationrequirementsand

to discovernovelbut relevanttopicsofpotentialinterestthat theusermaywant to includein theknowledge

model?
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Our hypothesis, evaluated in section6.2,is that terms that tend to occur frequently in the context

of a given topic tend to be good topic descriptors. Thus a possible strategy for �nding good topic

descriptors is to (1) �nd documents that aresimilar to other documents already known to have that

topic, and (2) selectfrom those documents the terms that occur often.

On the other hand, a term is a good discriminator for a topic if most documents that contain

that term are topically related. Thus �nding good topic discriminators requires�nding terms that

tend to occur only in the context of the given topic.

Both topic descriptors and discriminators are important asquery terms. Becausetopic descrip-

tors occur often in relevant pages,using them as query terms may impr ove recall. Becausegood

topic discriminators occur primarily in relevant pages,using discriminators as query terms may

impr ove precision. The following sectionstransform the above informal characterizations of topic

descriptors and discriminators into precisede�nitions and apply them to the task of mining the

Web for context-related topics.

Using Hypergraph Representations for Documents and Terms

Determining topic discriminators and descriptors requires analyzing the interplay between

terms, documents and topics. We proposehypergraphs [Berge,1973] asa natural way to represent

such relationships. A hypergraph is a generalization of a graph, in which eachedge(hyperedge) is

representedasa multiset of nodes.

If we disregard the structure of text documents, we can view any collection of documents as

a hypergraph �i�

�Nj

\!kf� , where each node Zl,

j

corresponds to a term and each hyperedge

�,mk corresponds to a document. A hyperedge  is a multiset with elements in
j

, representing

the abstraction of a document as a bag of terms. We call this a document-centeredhypergraph. As
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a dual to this view, we can think of a term as a multiset whose elements are those documents

in which the term occurs. Therefore, for each document-centered hypergraph �n�

�Nj

\�kf� , there

corresponds a term-centeredhypergraph ���o�

�

^9\�pC� whose nodes correspond to documents and

whose hyperedgescorrespond to terms, representedasmultisets of documents. Hyper graph �q� is

called the dual hypergraph of � . Figures 4.1(a)and 4.1(b) illustrate a hypergraph representation

for a collection of threedocuments, A, B, and C, eachrepresentedasa multiset, containing someof

the terms 1, 2, 3 and 4. This collection can be representedby the document-centered hypergraph

�r�

�tsu 

\wv$\)x�\�y�z�\

s

TD\'{|\'}Cz#� (with T~�
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v$\'x�\)y�z ) or by its dual ���‚�

�ts
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su 

\'v�\)x�\�y�z#� (with
 

�

s
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s

}Cz and y|�

s

}Cz ). In �gur es4.1(a)

and 4.1(b),circles representhyperedgesand triangles representnodes. The value associatedwith

the connection between a node and a hyperedge stands for the number of occurrencesof the node

in the hyperedge. For example, the value 2 associatedwith the connection between node 1 and

hyperedge T in �gur e 4.1(a)denotes that term 1 occurs twice in document T .
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Figure 4.1: (a) hypergraph � ; (b) hypergraph �…� ; (c) and (d) the hypergraphs' weighted version.
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The incidence matrix of a document-centered hypergraph �†�

�Nj

\!kf� for a collection of ‡

documents and 	 terms is a matrix ˆ with ‡ rows that representthe documents (hyperedgesof H)

and 	 columns corresponding to the terms (nodes of H) such that

ˆ�‰ �w\‹Š•Œ��Ž


where 
 is the number of occurrencesof Zt• in 

h

. Note that the incidence matrix of the dual hyper-

graph �

� is the transposeof the incidence matrix of hypergraph � .

Representing the relationships between terms and documents using hypergraphs forms the ba-

sis for our analysis of a seriesof dual notions. Thesedualities arise at various levels, and can be

interpr eted asre�ecting interesting properties of terms and documents leading to our characteriza-

tion of topic descriptors and discriminators.

Document Descriptors and Discriminators

We use the adjacency matrix ˆ of a document-centered hypergraph to de�ne functions cor-

responding to the notions of term descriptive power and term discriminating power in a doc-

ument. Term descriptive power in a document is modeled by a function •~‘

s
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Œ that maps a document-term pair into a value in the unit interval. It is de-

�ned asfollows:
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Function • can be used to construct a document-centeredweightedhypergraph(which we will call a

d-hyper graph) in which the descriptive power of term Z!• in document 

h

is used as the weight of

node Z
• in hyperedge 

h

. In �gur e 4.1(c)we can seea d-hyper graph in which terms have dif ferent

descriptive power for their associateddocuments. In particular , document { is entirely described
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by term v .

The secondfunction +C‘
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Œ is used to model discriminating

power of a term in a document. If we de�ne ž

�


�� , to return
 

if 
Ÿ5[˜ and ˜ if 
|�Ž˜ , we de�ne + as

follows:
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Function + maps a term-document pair into a value in the unit interval. If term Z

h

doesnot occur in

document 
• then +

�

Z

h

\'
•

�¢�£˜ . On the other extreme, if term Z

h

occurs in no document other than

•• , then +

�

Z

h

\)••0�I�

 

and we say that Z

h

fully discriminates •• .

Discriminating power of a term in a document is independent of the number of occurrences

of the term in the document. If 
 representsthe number of occurrencesof a term in a document,

function + will only consider ž

�


�� , disregarding the total number of occurrencesand considering

only whether or not a term is in a document.

Function + can be used to construct a term-centeredweightedhypergraph(t-hypergraph) where

the discriminating power of term Z

h

in document 
• is the weight of node 

• in hyperedge Z

h

. In

�gur e 4.1(d), term 1 fully discriminates document T .

Both for d-hyper graphs and t-hypergraphs, the square of the weights associated with each

hyperedgesum to 1, i.e.,
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It is easy to verify that the weighted hypergraphs will continue to be duals structurally , but in

general they will not preservethe numerical duality . Consequently, the new associatedincidence

matrices will not be transposesof eachother.
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As is the casewith other IR characterizations of descriptors and discriminators, the notions dis-

cussedabove only allow discovering terms that are good descriptors or discriminators of a docu-

ment, asopposed to good descriptors or discriminators of the topicofadocument. The IR community

hasbeenaware of this limitation and intr oduced dif ferent heuristic to tackle the problem. A simple

heuristic is to eliminate terms that are too rare or too common [Kira and Rendell, 1992].

While useful to a certain extent, these heuristics have been criticized becausethey do not ex-

hibit well substantiated theoretical properties and they depend on arti�cially de�ned thresholds

for term exclusion. In the next sections,we build on the notions of document descriptors and dis-

criminators to identify higher-order relationships between documents and terms and to provide

new de�nitions of descriptors and discriminators. Thesenew de�nitions make the notions of de-

scriptors and discriminators topic-dependent.

Similarity and Co-occurrence

To addressthe problem of identifying terms that are good descriptors or good discriminators

of a topic, we �rst need to characterize the notion of topic. We treat topics as de�ned by either a

collection of similar documents or a collection of terms that tend to co-occur. Thus the notions of

document similarity and term co-occurrenceplay important roles in identifying topics.

The similarity between documents 

h

and •• can be computed using the well-known cosine

measure asfollows:
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The idea of term co-occurrencecaptures a relation between terms that is dual to the notion of

document similarity . A measure of co-occurrencefor terms Z

h

and Z8• can be obtained asfollows:
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Figure 4.2(a)presentsa simple illustration of the notion of document similarity by means of a

d-hyper graph. In this example we canseethat documents ^ and Á aresimilar. Figure 4.2(b)shows

the corresponding t-hypergraph in which it is easyto seethat terms 3 and 4 co-occur.
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Figure 4.2: Weighted hypergraphs illustrating a seriesof dual notions: document similarity , term
co-occurrence,topic discriminators, topic focus, topic descriptors and topic exhaustivity.

Topic Discriminators and Topic Focus

By examining document-term duality , we can develop higher-order notions useful for identify-

ing good topic descriptors and discriminators. A term is a gooddiscriminatorof a document's topic if
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those documents discriminated by the term are similar to the given document. This intuition can

be formally expressedusing the function ÂÃ‘

s

Z B \;’=’=’=\�Z!••”

&

z|g

s

 B \=’;’=’;\)u“K”

&

z�–Ä‰ ˜�\

 

Œ de�ned as

follows:

Â

�

Z

h

\'#•#�I�

“O”

&

¤ Å)ÆdÇ

šdÈ ›

•

�

+

�

Z

h

\'

š

�

.

�

¥

�



š

\)••0���@’

We can think of the discriminating power of term Z

h

for the topic of document �• as the average

of the similarity to d• of other documents discriminated by Z

h

. Note that even in the casewhen d•

doesnot contain Z

h

, the value of the function Â

�

Z

h

\'#•0� will not necessarilybe 0. On the other hand,

if no other document similar to d• contains Z

h

, i.e., ¥

�



š

\)••0�O�É˜ or +

�

Z

h

\'

š

�O�É˜ for all documents



š containing Z
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with 
•2 �ÊŠ , then Z

h

has no discriminating power over the topic of 
• and as a

consequenceÂ

�

Z

h

\'
•

�I�4˜ .

We have previously discussedthe dual notions of document similarity and term co-occurrence.

At this stage we might ask what would be the dual notion to “term discriminating power in a

topic.” This would be a function comparable to Â but applicable to documents rather than terms.

We can think of documentfocusas a property of documents that plays a role dual to that of term

discriminating power. A document is focused on the topics associated with a term if the terms

describing the document tend to co-occur with the given term. Formally, we can compute the

degreeof focus of a document on the topic identi�ed by a term as a function ËÌ‘

s
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Note that we have de�ned the higher-order dual notions of topic discriminators and topic focus by
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means of more basic dual notions. Term discriminating power in a topic has been de�ned using

the notions of term discriminating power in a document and document similarity . Analogously, the

measure of document focus on a topic hasbeende�ned via term descriptive power in a document

and term co-occurrence.

Topic Descriptors and Topic Exhaustivity

The notion of topic descriptorswas informally de�ned earlier as terms that occur often in the

context of a topic. The descriptivepowerof a term in a topic is a measure that canbecomputed using

the previously de�ned measuresof document similarity and term descriptive power in documents.

We measure term descriptivepower in the topic of a documentas a function �r‘
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Descriptive power of a term Z‹• in the topic of a document 

h

is a measure of the quality of Z‹• as a

descriptor of documents similar to 

h

. If no other document is similar to 

h

or Z8• does not occur in

other documents similar to 

h

then the descriptive power of Z
• in the topic of 

h

is equal to 0.

The last property we de�ne is documentexhaustivity with regard to a topic. A document is

exhaustive (or comprehensive)with regard to the topic identi�ed by a term if most terms that co-

occur with the given term tend to discriminate that document; exhaustivity of a document can be

thought of asthe dual property of descriptive power of a term. We proposea measureof document
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exhaustivity asa function àX‘
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By the de�nition of à

�

Z

h

\' • � , if term Z

h

doesnot co-occurwith any other term or  • doesnot contain

any term that co-occurswith Z

h

then the exhaustivity of d• with regard to the topic of Z

h

is 0.

In the hypergraphs of �gur e 4.2 terms 2, 3 and 4 are all good descriptors in the topic of doc-

uments ^ , Á and ã . However, while terms 3 and 4 are good discriminators in that topic, term 2

is not—term 2 occurs often in that topic but not only in that topic. Note also that in this example

documents ^ , Á and ã are exhaustive on the topic of terms 2, 3 and 4. Among these threedocu-

ments, only ^ and Á are focused on the topic. For example, document ã contains most terms that

co-occur in that topic but not only terms from that topic. The diagram of �gur e 4.3summarizes the

notions discussedin this section. It starts with the hypergraph incidence matrix ˆ in the center of

the diagram, where ˆ�‰ �w\8ŠdŒ representsthe numberof occurrencesof term Z
• in document

h

, and shows

how the higher-level notions are built upon the more basicones. Dual notions (e.g.,similarity and

co-occurrence)appear on opposite sidesof the diagram.

A Summary of How EXTENDER Applies the Dual Notions

The higher-order notions of discriminating power, descriptive power, focus and exhaustivity

areuseful for identifying and characterizing topics. Topic descriptors and discriminators areuseful

as query terms to favor recall and precision respectively. We have applied discriminating power

and focus in the implementation of a clustering algorithm to produce cohesive topics. Because

descriptors describe the subject of a topic, they are good terms to use as the topic's label, when
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Figure 4.3:The dif ferent levels of the document-term duality

the topic is presented to the user. A combination of focus and exhaustivity can be used to rank

documents in a topic. The next chapter discussesthe the use of the notions developed in this

chapter in the implementation of the EXTENDER system.



5

The EXTENDER System

Our pragmatic goal is to develop competent mechanisms to search the Web for topics that

the user may �nd useful for inclusion in a knowledge model. The framework developed in the

previous chapter has been applied to this task in the implementation of the EXTENDER system.

This chapter takes a closer look at EXTENDER, discussing its goals, methods and algorithms in

detail.

5.1 EXTENDER's Processing Cycle

Starting from a concept map, EXTENDER identi�es and suggestssetsof terms characterizing

novel but related topics, ascandidate new topics for inclusion in a knowledge model. As opposed

to manually constructed topics, EXTENDER's topics are the result of automatic processesof query-

ing a Web search engine, �ltering, and clustering, therefore,we refer to them asarti�cial topics.

EXTENDER is a human-in-the-loopsystem: It automates part of the knowledge extension pro-

cess,by searching for useful material, but relies on the user to carry out the knowledge-modeling

task. Figure 5.1 outlines EXTENDER's processingcycle. The system starts from a concept map

85
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Figure 5.1:EXTENDER's Cycle.

and iteratively searchesthe Web for novel information, which is clustered to produce topics that

are related to the initial concept map. The user can highlight a concept or set of conceptsfrom the

starting concept map in order to bias the system toward the search for topics related to the high-

lighted concepts. Alternatively , the search can be initiated from the full map, without intr oducing

any additional bias.

At each iteration, the system's goal is to extend the current topics, an operation that requires

searching the Web for related novel material. The collected material is representedby meansof hy-

pergraphs' adjacencymatrices, clustering is applied to identify topics in the collection, and unim-

portant material is discarded. This processis repeated a number of times, with the stopping cri-

terion depending on a user-selectedlimit on iterations. Once EXTENDER completes its iterations,
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it presentsthe generated topics as suggestions to the user. In addition, it organizes the Web pages

that gave rise to those topics according to topic, to facilitate accessto topic-relevant information.

A generated topic can be easily imported as a set of concepts, from which the user can start the

mapping process.

Figure 5.2: Portion of a Knowledge Model with EXTENDER suggesting new topics.

Figure 5.2shows a part of a knowledge model with EXTENDER's suggestion window for new

topics at the upper right. The in-pr ogressconcept map in the bottom right contains someconcepts

that the user selectedfrom a topic suggestedby EXTENDER.
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5.2 Goals for EXTENDER's Topic-Generation Strategy

EXTENDER's task is an instance of a more general one: suggesting novel topics related to a

user's focus. For example, topic suggestionscould beuseful to a researcher (e.g.,to provide related

but distinct areasto consider for connections and synergies or to help assure that relevant areas

have beenconsidered).

The effectivenessof a topic-generation strategy is hard to assessbecausethe usefulnessof topic

suggestion is highly subjective. However, to increasethe likelihood that the proposed topics are

useful to the user task, it is desirable for the topics to satisfy a number of properties:

� Local quality . Eachgenerated topic must be of high quality according to the criteria for the

domain. Such criteria might include measuresfor conciseness(that the topic is summarized

in a few terms, for easyuser comprehension), term coherence(that each topic description is

constituted of tightly related terms and documents), etc.

� Global Coherence. The system must be able to maintain its focus within relevant topics. To

achieveglobal coherence,the generated topics must be related to the originating knowledge

model.

� Coverage. A good topic-generation strategy should be able to generatea suf�cient subsetof

the topics considered to be relevant.

� Novelty . Somegenerated topics must go beyond previously captured information.

� Diversity . The system should generatea rich set of topics. Thesetopics must be suf�ciently

diverse from eachother for additional topics to be useful.
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Summary of How the Goals Interact

EXTENDER's strategy for preserving global coherenceis to use a search contextfor �ltering ir -

relevant information and to identify good topic descriptors and discriminators for guiding query

formation and subsequentretrievals. To attain coverage,novelty and diversity EXTENDER gener-

atesqueries at incremental distancesfrom the set of terms that originated the request. The system

usesa curiosity mechanismto diversify during initial stagesand focus towards the end. Finally, to

produce cohesivetopics EXTENDER applies a clustering algorithm that relies on the dual notions

of description, discrimination, exhaustivity and focus presented in chapter 4. The next sections

discuss thesemethods and algorithms in detail.

5.3 Searching for Novel but Related Material

EXTENDER's arti�cial topics are produced by combining terms and documents from Web

searches. The terms and documents collected by the system should be relevant to the knowledge

model under construction but should help to extend the knowledge beyond the information that

is already captured. For that reason,attaining novelty and diversity may be as important, or even

more important, than attaining similarity . Therefore, methods are needed to produce topics with

the right balanceof novelty and relevance.

SearchContext

Search engines restrict queries to a small number of terms (e.g., the 10-term limit for Google).

As a result, a single query cannot re�ect extensive contextual information. For knowledge model

extension, the knowledge model under construction provides a rich context that can be exploited
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to preserveglobal coherence. In order to re�ect full context, incremental approachesare needed.

In an incremental approach to topic search, contextual information plays a fundamental role in

guiding the exploration and discovery of related material. During its cycle, EXTENDER maintains

the relationship between candidate topic terms and the initial concept map in threeways:

� Term-weight reinforcement. Terms collected during EXTENDER's retrievals are associated

with weights summarizing the terms' descriptive and discriminating power. During the �rst

cycle,a term's descriptive power is obtained dir ectly from the topology of the sourceconcept

map—possibly adjusted by some bias intr oduced by the user's selection of certain concepts

from the map. For subsequent iterations, contextual information is used for term-weight

reinforcement, favoring the weights of terms that have proven to be good descriptors or

discriminators for the topic representedby the search context.

� Information �ltering. For a document's terms to be considered candidates for inclusion as

part of a new topic, the document has to survive a selectionprocessthat requiresa minimum

similarity between the document and the search context. Novel terms that are not good

descriptors or discriminators of the topic re�ected by the search context are also discarded.

� Query re�nement. The �rst query terms generated for a Web search may not provide the

de�nitive results. However, initial search results can help to automatically re�ne subsequent

queries. Terms that occur often in documents similar to the search context help to achieve

good recall when used in a query. On the other hand, terms that tend to occur only in

similar documents are useful for achieving high precision. Consequently, the generation

of second-round and subsequentqueries can signi�cantly bene�t from contrasting previous

search results against the search context.
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EXTENDER'ssearch context is initially de�ned using the knowledge model under construction,

and it is then progressively updated asthe focus shifts though a connectedseriesof topics. Figures

5.3and 5.4 illustrate the importance of exploiting the search context to keep global coherence.The

�rst �gur e presentsa concept map from a knowledge model on Mars, describing the topic Ancient

SurfaceWaterEnvironments. The second �gur e, on the other hand, presentsa concept map on the

topic of Rivers. In both examples the user highlighted the concept Water to initiate the search.

However, the topics producesfor eachmap aredif ferent, re�ecting the context of the corresponding

maps. The two sliders at the bottom right of EXTENDER's suggestion window allow the users to

control the focus on the selectedconceptand the maximum number of topics the systemwill return.

The �rst slider hasan effect on the weightings given by the systemto the highlighted concepts.The

secondslider dir ectly affects how many times the system will iterate before returning the �nal set

of topics and the number of topics produced after eachiteration (rami�cation factor).

Curiosity Mechanism

EXTENDER usesa “curiosity mechanism” to diversify during initial processingstagesand to

focus towards the end. The application of EXTENDER's curiosity mechanism is in the spirit of

searching and learning techniques (e.g.,simulated annealing and reinforcement learning) in which

a temperature factor is used to favor exploration at the beginning and exploitation during the �nal

stages.

Throughout the system's iterations, while attempting to extend a given topic T, new-found

terms are collected. Becausethe number of collected terms grows rapidly , novel terms are only

preserved if they survive a selection processregulated by the curiosity mechanism. For eachterm

Z , the system tracks both the goodness of Z in describing the topic T and the goodness of Z in

discriminating T. To do so, it considers T as a multiset of terms and computes functions �

�·ä

\�Z��
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Figure 5.3: EXTENDER suggesting topics for the concept Water in the context of Mars' Ancient
SurfaceWaterEnvironments.

and Â

�
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� , respectively.

Thecuriosity mechanismimposesa threshold for the survival of descriptors and discriminators.

For iteration I, the threshold for the survival of descriptors is computed by means of a function
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where
<

stands for the “starting threshold” parameter, é for the “stopping threshold” parameter,

í is a curiosity decay parameter, and ç is the total number of iterations. The parameter
<

(resp.

é ) re�ects the initial (�nal) stage of exploration (exploitation), when many (few) new terms are

collected. The threshold for discriminators, å)î , is de�ned similarly .
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Figure 5.4:EXTENDER suggesting topics for the concept Waterin the context of Rivers.

Another curiosity threshold is used by EXTENDER to �lter irr elevant documents according to

the search context. This is implemented by a similarity threshold function åºï de�ned analogously

to the de�nition of the other curiosity mechanism functions.

Becausethe curiosity threshold increaseswith the number of iterations, novel terms and doc-

uments are seldom collected during the �nal stages. As a consequence,the exploitation phase

primarily reinforcesthe weights associatedwith particular material that hasalready beenadded to

the collection.
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5.4 Generating Cohesive Topics

Clustering is the unsupervised classi�cation of items into groups (clusters). Basically, we want

to form thesegroups in such a way that items in the samegroup are similar to eachother, whereas

items in dif ferent groups are dissimilar . Grouping similar items together while keeping dissimilar

onesappart is usually an expensive task but necessaryfor attaining local coherence. In the follow-

ing, we presentan overview of the major clustering methods and after that, we addressthe problem

of generating cohesivetopics by proposing a clustering algorithm tailor ed for EXTENDER.

Clustering Algorithms

Therearemany dimensions that canbeselectedto classify clustering algorithms [Jain et al., 1999,

Berkhin, 2002]. Traditional approachesto clustering can be broadly classi�ed into hierarchicaland

partitioning.

Hierarchical Clustering

Hierar chical clustering algorithms (e.g., [Sibson,1973, Defays, 1977]) build a tree of clusters, also

known as dendrogram, re�ecting the nested groupings of data at dif ferent levels of granularity .

Hierar chical clustering methods are usually classi�ed into agglomerativeand divisive. In order to

produce anestedseriesof partitions, an agglomerative approachstartsby assigning eachdocument

to a singleton group and progressively merges groups according to some measure of similarity ,

until a stopping criterion is satis�ed. A divisive method, in contrast to an agglomerative method,

beginswith a single cluster containing all of the data, and proceedsby splitting the single cluster up

into smaller sized clusters. Agglomerative clustering builds the treeof clusters from the bottom to
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the top, while divisive clustering operatesfrom the top to the bottom, hencethesetwo hierarchical

approachesto clustering are also known asbottom-upand top-downrespectively.

Hierar chical clustering facilitates the exploration of data at dif ferent levels of granularity and

is robust to variations of cluster size and shape. The most commonly cited disadvantage of hier-

archical approachesis their computational cost. Hierar chal clustering takes quadratic time on the

number of documents and therefore is too costly to be performed on large collections. Another

problem is the large IO cost and spaceneeded to build a treeof clusters.

Partitioning Clustering

A Partitioning approachto clustering, in contrast to a hierarchical approach,obtains a single parti-

tion of the collection. Partitioning clustering algorithms are typically more time and spaceeffective

than hierarchical approachesbut require the user to stipulate the number 
 of desired clusters

[Dubes, 1987].

Searching for the optimal partition by checking all possible partitions is too expensive from a

computational perspective. Therefore,a number of greedy heuristics have beendeveloped to pro-

duce an approximation of the optimal partition. An iterative optimization approachto partitioning

clustering starts from 
 clusters and iteratively reassignspoints between these clusters until no

point is reassignedto a dif ferent cluster. To guide the point relocation process,a common approach

is to de�ne an objective function based on intra-cluster similarity and inter-cluster dissimilarity

[Zhao and Karypis, 2001]. The pair -wise computation of similarities between all items in a collec-

tion is too expensive. To lessenthis cost, a common approach is to take a centroid or a small set

of points representing eachcluster and to compute the objective function using the clusters' repre-

sentativesinstead of all the clusters' elements.The k-meansalgorithm [Hartigan and Wong, 1979] is

a popular centroid-based partitioning algorithm. Becausecentroids are typically computed as the
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weighted averageof points within a cluster, they have a clear geometric interpr etation but tend to

be expensive to calculate becausethey have to be recomputed for eachnewly assembledgroup.

Other partitioning algorithms, such as expectationmaximization(EM) [Dempster et al., 1977],

identify each cluster with a certain probabilistic model whose unknown distribution parameters

(e.g., mean and variance) have to be found. Each point ð

h

in a collection is assumed to belong to

one cluster }I• and the probability ñIò

�

ð

h

U

}I•0� of such assignment is estimated on the basis of the

guessedparameters. The initial guessis iteratively re�ned to maximize an objective function. The

maximization of the objective function guaranteesthe maximum likelihood estimateof the missing

parameters.

Hard vs. Soft Clustering

Traditional clustering approachesproduce partitions: Each item belongs to exactly one cluster.

Thesemethods are sometimes said to produce a hard clustering, becausethey result in an in�ex-

ible assignment of items to clusters. Soft clustering [Ruspini, 1969] relaxes this requirement by

associatingeachitem with every cluster using a membership function. Hence, the sameitem may

be part of more than one cluster, where the item membership coef�cient for each cluster can be

speci�ed by meansof a fuzzy value in ‰ ˜�\

 

Œ .

Soft clustering can be integrated both with hierarchical and partitioning methods. The design

of a fuzzy membership function and techniques for ef�ciently updating this function as the clus-

ters are recomputed are typically the most important problems associatedwith soft clustering ap-

proaches.

Clustering algorithms have beenused in a large variety of applications, including data-mining,
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data compression, image segmentation, object recognition, and information retrieval. Depend-

ing on the application, several design choicesfor the implementation of clustering algorithms can

be made. Due to the application dependant nature of clustering, the design choices are not al-

ways guided by the sameconsiderations. In the next section we presentEXTENDER's clustering

problem, followed by a discussion of the clustering algorithm we propose to addressthe speci�c

problem of topic identi�cation in the context of a knowledge extension task.

EXTENDER's Clustering Problem

EXTENDER's arti�cial topics are the product of searching the Web for material similar to the

user's context, �ltering irr elevant material, and clustering the remaining collection of search results.

The problem of clustering a collection of short text excerpts from highly related documents to

identify cohesive topics makes this task dif ferent from other clustering scenarios. EXTENDER's

clustering problem is characterized by:

� The topic generation task. In traditional views, clustering algorithms have been suggested

in the context of index construction, for reasonsof ef�ciency . They have been developed in

responseto the clustering hypothesis, which statesthat closely associateddocuments tend to

be relevant to the samerequests[Rijsbergen, 1979]. However, EXTENDER's clustering prob-

lem is not aimed at indexing documents for ef�cient retrieval but at dynamically generating

sample topics that will serveashints to the knowledge modeler.

� Short descriptions of documents. Each document is represented only by the information

that is readily available from the search results (e.g., title, “snippet” of text, url, Open Dir ec-

tory Project summary). Unlike most document clustering problems, in which documents are

representedby their complete text, our clustering technique must rely on methods that use
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limited information to identify the topic of the documents.

� Highly related material . BecauseEXTENDER attempts to preserveglobal coherence,most

documents in the collection are highly related, i.e., they share a common general theme. The

identi�cation of more speci�c topics within a collection of documents with a common theme

requires the identi�cation of items (terms and documents) that are good at discriminating

topics at a �ne level of granularity .

� Small topic-speci�c lexicon . As EXTENDER iterates,only a selectionof terms is preserved—

those terms surviving a �ltering processregulated by the curiosity mechanism discussed in

section 5.3. Consequently, only terms that play a reasonably important role asdescriptors or

discriminators of the topic at hand are part of the dynamically generated lexicon. This is in

contrast to most clustering situations, where the number of terms involved is usually very

large and may correspond to very diverse topics.

� Overlapping topics. Documents collected by EXTENDER may belong to more than one the-

matic category. Instead of producing a partition of the document collection, EXTENDER's

clustering mechanism must combine similar material together, with the resulting groupings

representing topics with overlapping content and fuzzy boundaries. This calls for the appli-

cation of soft clustering techniques.

Clustering Around Medoids

A common approachin clustering is to useone or a small setof points ascluster representatives.

For example, the k-meansalgorithm usesa centroid, which is the weighted averageof points within

a cluster. An alternative approach is to use a medoidinstead of a centroid. A medoid is the most

appropriate point within a cluster that representsit. Assuming the set of medoids is given, then
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the clustering problem reducesto selecting the subsetsof items “close” to the respectivemedoids.

In particular , for a soft clustering approach each cluster }

h

can be representedby a membership

function. Once medoids are selected,the grouping of points for forming eachcluster can be easily

done using this membership function (e.g.,by using a threshold on the number of items in a cluster

or a threshold on the minimum similarity allowed). While this grouping phaseis simple, selecting

a set of good medoids is a more complex task.

An early clustering approach proposing a technique for medoid identi�cation is Partitioning

Ar ound Medoids (PAM) [Kaufman and Rousseeuw, 1989]. The PAM algorithm starts from an arbi-

trary initial set of medoids and iteratively replacesone of the medoids by one of the non-medoids

if it impr ovesan objective function basedon intra-cluster similarity . A problem accompanying this

technique is that it requirespre-specifying number of output clusters,which has to be presentedas

an input to the algorithm. A secondproblem is the need to re-compute intra-cluster similarity each

time points are re-nominated as potential medoids, which is obviously very costly. In addition,

the initial selection of candidate medoids is arbitrary , and the algorithm doesnot apply an ef�cient

heuristic to expedite the search for the bestsetof medoids. In EXTENDER's clustering problem the

number of output clusters is not known in advance and ef�ciency is an important factor. Thus, a

dif ferent technique is needed to search for cluster representatives.

In section 4.2we proposed a framework for analyzing terms, documents and topics in the light

of a seriesof dual notions. Among the studied notions were the notions of term descriptive power,

term discriminating power, document exhaustivity and document focus. Terms with high descrip-

tive and discriminating power are good representativesof the topics in which they are included

becausethey tend to occur often in the context of that topic, but not in other topics. Likewise,

document that are both exhaustive and focused are also good topic representativesbecausethey
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provide thorough information speci�c to the topic rather than general unfocused data. Conse-

quently, terms with high descriptive and discriminating power, as well as documents with high

focus and exhaustivity coef�cient could be used as topic medoids in a clustering around medoids

approach.

A Co-Clustering Algorithm Tailored for EXTENDER

An important decision in the design of clustering algorithms for topic identi�cation is whether

the grouping is applied to documents or terms. Terms may be clustered on the basisof the docu-

ments in which they co-occur. Term clustering hastypically beenapplied in automatic construction

of thesauri (e.g.,[Crouch, 1988]) and it hasalso proved to be useful in reducing feature dimension-

ality for more effective document classi�cation (e.g.,[Baker and McCallum, 1998]). However, most

of the traditional clustering approachescluster documents rather than terms, using their similarity

asthe basisfor grouping them.

When full accessto documents' text is available for topic generation, document clustering

is generally preferred over term clustering. This is becausein most real data collections docu-

ments are better topic representativesthan terms, giving the clustering algorithm greater discern-

ing power to identify topics. However, when documents are representedby a small number of

terms (as is the casefor the text excerpts collected by EXTENDER), and the collection under anal-

ysis consistsof material that sharesa common general theme (which is a consequenceof EXTEN-

DER's attempt to preserveglobal coherence), then an unusual clustering situation arises. In this

new clustering scenario terms may be as informative as documents for identifying topics within

the collection.

With a few exceptions (e.g., [Dhillon, 2001]) most existing clustering algorithms apply single

purpose clustering—they cluster documents and terms separately. In this section, we propose a
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new clustering method that identi�es topic representativesto cluster documents and terms simul-

taneously. In order to identify the best topic representatives,we need a mechanism to quantify

the “r epresentation value” of a term or a document in a topic. Given a term � and a document Š ,

we measure the representation value of term � in the topic of document Š by means of a function

ó]ô õ�öM÷

�

�w\‹Šu� de�ned in terms of the descriptive and discriminating power functions:

ó

ô õ�öM÷

�
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Similarly , we de�ne the representation value of document Š in the topic of term � by means of

function ó]ô ù$ú•÷

�

Š�\��!� de�ned in terms of the exhaustivity and focus functions:
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Using thesefunctions, we developed an algorithm to co-cluster documents and terms.

Our clustering algorithm takes as input two matrices codifying functions + and • (de�ned

in section 4.2) for a collection of terms and documents. The algorithm computes the similarity ,

co-occurrence,discrimination, description, focus and exhaustivity matrices using the techniques

described in section4.2.After thesematrices arecomputed, the co-clustering procedure is invoked.

In order to co-cluster terms and documents, the algorithm starts by assuming that every docu-

ment in the collection is agood topic representative,i.e., it assumesthat all documents arecandidate

medoids. The computation continues with a loop that, onceterminated, returns a small setof terms

and documents that play the role of medoids, representingdif ferent topics in the collection. This is

done by alternating two processes:

� FIN D-M EDOID-TERM S: search for terms with the highest ó>ô õ�öM÷ value in the topics associated
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with the candidate document-medoids, and

� FIN D-M EDOID-DOCUM EN TS: search for the documents with the highest ó>ô ù$ú•÷ value in the

topics associatedwith the candidate term-medoids.

Thesetwo recurrent processesare repeateduntil any of the termination conditions (to be discussed

in section 5.4) is satis�ed.

Finally, eachterm-medoid and document-medoid is applied in the de�nition of a membership

function for other terms and other documents in the collection. Suppose ‡

e

h

is the term-medoid

representing cluster }

h

, then û�ü

h , the document membership function for cluster }

h

is de�ned as:
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where ‡

Ù

h is the document-medoid representing cluster }

h

. The general algorithm and the proce-

dur esused for generating cohesivetopics are outlined in tables5.1,5.2and 5.3.

A Note on Convergence and Time Complexity

To �nd the best topic representatives, our algorithm alternates the FIN D-M EDOID-TERM S and

FIN D-M EDOID-DOCUM EN TS proceduresuntil (1) two consecutive iterations produce the sameset

of medoids, or (2) the sameresult is detected for two non-consecutive iterations.
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PROCEDURE GEN ERATE-COH ESIVE-TOPICS

INPUT :
L: matrix codifyingtermdescriptivepowerin a document% L[i,j]= •

�



h

\�Z8•0�

D: matrix codifyingtermdiscriminatingpowerin a document% D[i,j]= +

�

Z

h

\)••0�

OUTPUT:
DC: a matrix suchthat DC[i,j] containsthemembershipvalueofdocumentj in clusteri
TC: amatrix suchthat TC[i,j] containsthemembershipvalueof termj in clusteri

BEGIN
Similarity = COM PUTE-SIM ILA RITY(L)
Co-occurrence= COM PUTE-CO-OCURREN CE(D)
Discrimination = COM PUTE-D ISCRIM IN ATION (D,Similarity)
Description = COM PUTE-DESCRIPTION (L,Similarity)
Focus= COM PUTE-FOCUS(L,Coocurrence)
Exhaustivity COM PUTE-EXH A USTIVITY(D,Coocurrence)
discriminatingT erms = CO-CLUSTERIN G(Description, Discrimination, Exhaustivity , Focus)
i = 0
for eachterm j such that discriminatingT erms[j] 2� 0
do % de�nethemembershipvaluesfor a newtopic

i = i + 1
k = discriminatingT erms[j] % selectdocument-medoidfor topicj
for eachdocument l
do

DC[i,l] = Focus[l,j] * Exhaustivity[j,l] % membershipvalueofdocumentl in topici
for eachterm l
do

if term l occurs only once
then

TC[i,l]=0
else

TC[i,l] = Discrimination[l,k] * Description[k,l] % membershipvalueof terml in topici
END

Table 5.1:Pseudocodeof the algorithm for generating cohesivetopics.

For any collection of terms and documents, the procedures FIN D-M EDOID-TERM S and FIN D-

M EDOID-DOCUM EN TS return a set of terms and a set of documents containing the candidate

medoids selected after each iteration. It is easy to verify that after each iteration the sizes of

the sets containing medoid-term and medoid-document decreaseor remain the same, so each

cluster will converge to a unique medoid (case1) or it will �uctuate among a �nite number of

candidate medoids (case2). Case1 implies that the algorithm has found single representatives

for each identi�ed topics. On the other hand, case2 occurs when some of the identi�ed topics
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PROCEDURE CO-CLUSTERIN G

INPUT :
Description: amatrix codifyingdescriptivepowerin a topic
Discrimination: a matrix codifyingdiscriminatingpowerin a topic
Exhaustivity: a matrix codifyingexhaustivity
Focus:a matrix codifyingfocus

OUTPUT:
medoidTerms: a vectorsuchthat medoidTerms[i]= j (j 2� 0) if i is a medoidof j's topic

BEGIN
for eachdocument i
do

medoidDocuments[i] = 1 % assumeall documentsaremedoidsofanarbitrary term
UPDATE-STATES(States,focusedDocuments)% wekeeptrackof thesystemstate
while not done
do

medoidTerms = FIN D-M EDOID-TERM S(medoidDocuments,Description,Discrimination)
medoidDocuments = FIN D-M EDOID-DOCUM EN TS(medoidTerms,Exhausitivy, Focus)
UPDATE-STATES(States,medoidDocuments)
done = CH ECK-TERM IN ATION (States)% checkfor convergenceor for repetitivesequences

return medoidTerms
END

Table 5.2:Co-Clustering procedure.

have multiple representatives. The second caseis uncommon in our experience, taking place in

situations when the algorithm's selection of a topic representative �uctuates between two or more

terms (documents).

Once the loop terminates, only one term-medoid (document-medoid) is selectedasa represen-

tative of eachtopic. This selection is straightforwar d for case1—the topic medoid is the term (doc-

ument) to which the cluster converges. In case2, those clusters for which the algorithm diver ges

are representedby a term (document) arbitrarily selectedfrom the terms (documents) involved in

the repetitive sequence.

The time complexity for the procedures FIN D-M EDOID-TERM S and FIN D-M EDOID-

DOCUM EN TS is -

�

‡—g£	�� , where ‡ is the number of documents and 	 is the number of

terms in the collection. Theseprocedures are invoked at most 
 times, where 
 is the minimum

value of ‡ and 	 . Becausethe matrices Description, Discrimination, Exhaustivity and Focus
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PROCEDURE FIN D-M EDOID-DOCUM EN TS

INPUT :
medoidTerms: a vectorcodifyingpotentialterm-medoids
Exhaustivity: a matrix codifyingexhaustivity
Focus:a matrix codifyingfocus

OUTPUT:
medoidDocuments: a vectorcodifyingpotentialdocument-medoids

BEGIN
for eachdocument i
do

medoidDocuments[i] = 0
for eachterm j such that medoidTerms[j] 2� 0
do

mostExhaustiveAndFocusedDocumentForJ= 0
mostExhaustiveAndFocusedValueForJ= 0.0
for eachdocument i
do

v = Exhaustivity[j,i]*Focus[i,j]
if v 5 mostExhaustiveAndFocusedValueForJ
then
mostExhaustiveAndFocusedDocumentForJ= i
mostExhaustiveAndFocusedValueForJ= v

medoidDocuments[mostExhaustiveAndFocusedDocumentForJ] = j
END
PROCEDURE FIN D-M EDOID-TERM S

INPUT :
medoidDocuments: a vectorcodifyingpotentialdocument-mendoids
Description: amatrix codifyingdescriptivepower
Discrimination: a matrix codifyingdiscriminatingpower

OUTPUT:
medoidTerms: a vectorcodifyingpotentialterm-medoids

BEGIN
for eachterm i
do

medoidTerms[i] = 0
for eachdocument j such that medoidDocuments[j] 2� 0
do

mostDescriptiveAndDiscriminatingT ermForJ= 0
mostDescriptiveAndDiscriminatingV alueForJ= 0.0
for eachterm i
do

v = Description[j,i] * Discrimination[i,j]
if v 5 mostDescriptiveAndDiscrimatingV alueForJ
then
mostDescriptiveAndDiscriminatingT ermForJ= i
mostDescriptiveAndDiscriminatingV alueForJ= v

medoidTerms[mostDescriptiveAndDiscriminatingT ermForJ] = j
END

Table 5.3: Proceduresfor �nding document- and term-medoids.
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are �xed, the termination condition is guaranteed to take place in no more than 
 iterations. In

practice, however, we noticed that the FIN D-M EDOID-TERM S and FIN D-M EDOID-DOCUM EN TS

procedures are usually not invoked more than 3 or 4 times, which indicates that for real data,

the algorithm �nds the best medoids after very few iterations. Another costly component of the

algorithm is the computation of the Similarity ( -

�

‡9.¹� ), Co-occurrence ( -

�

	�.;� ), Discrimination

( -

�

‡ . gY	�� ), Description ( -

�

‡ . gŸ	�� ), Focus( -

�

‡VgY	 . � ) and Exhaustivity ( -

�

‡VgY	 . � ) matrices.

Despite the polynomial complexity of these procedures, the �nal time-cost for the proposed

clustering algorithm is not high in practice. This is becauseEXTENDER's clustering problem does

not involve large data sets.In contrast to most clustering situations, EXTENDER's clustering prob-

lem only involves a small number of terms and text excerpts,which originate from the data readily

available from Google's search results. In addition, the costly IO associatedwith most clustering

tasks is not an issue in our casebecauseall the material can be represented in main memory. It

is worth noticing that while the computational cost for the proposed algorithm is higher than the

cost for some existing clustering algorithms, the evaluations reported in section 6.3 provide good

evidence supporting that our algorithm is more appropriate than other less expensive clustering

mechanismsfor dealing with EXTENDER's topic identi�cation problem.

An Illustrative Example

In this section we illustrate the operation of EXTENDER's clustering algorithm for a data set

consisting of 12 text excerpts,all containing the term marsbut with themesvarying acrossdiverse,

more speci�c topics. We will show how the algorithm successfully identi�es four cohesive topics

from the set of documents. The following document excerptsare used asthe input data set:
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D1: mars, exploration, nasa,science,missions, educational.

D2: mars, exploration, rover, landing, nasa,lander.

D3: mars, lander, water, missions, science,nasa.

D4: mars, nasa,science,launch, missions, landing.

D5: mars, astrology, stars,passion,ambition, energy.

D6: mars, red, horoscope,astrology, zodiac, stars.

D7: mars, horoscope,astrology, zodiac, passion,aries.

D8: mars, ares,mythology , god, olympians, greek.

D9: mars, ares,war, god, roman, greek.

D10: mars, �ction, book, reviews, genre,movies.

D11: mars, �ction, book, robinson, trilogy , novel.

D12: mars, stars, life, science,�ction, book.

Figures 5.5 and 5.6 illustrate the operation of the algorithm. During the �rst iteration, the

algorithm assumesthat all documents are possible medoids. For the topic of eachdocument, the

algorithm identi�es a term-medoid. In our example, the terms nasa,astrology, horoscope,greekand

�ction are selectedascandidate term-medoids. Figure 5.5shows how term-medoids are associated

with document-medoids, together with the terms' ó>ô õ�öM÷ values. We can see that, for example,

the term nasahas a ó
ô õ�öM÷ value of 0.23 with regard to the topic of document D1. In the second

part of iteration 1 the algorithm searchesfor a new set of potential document-medoids, selecting

documents D2, D7, D9 and D10. In iteration 2 the algorithm identi�es nasa,horoscope,greekand

�ction as the best term-medoids for the topics of documents D2, D7, D9 and D10 respectively

(�gur e 5.6). Reciprocally, these four documents are found to be the best document-medoids for

the topics representedby nasa,horoscope,greekand �ction . Sincetwo consecutive iterations produce
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the same set of medoids, the main loop is terminated. Finally, the algorithm uses the document-

medoids and the term-medoids to obtain the membership coef�cients for the other terms and

documents in the collection. Only terms that occur more than onceare used to characterize topics.

Table 5.4 presentsthe membership coef�cients of the terms in each of the four identi�ed topics,

highlighting the terms ranked by the system as most representative of eachcluster's topic (up to

0.05). Similarly , Table 5.5 presents the membership coef�cients of the 12 documents in the four

topics, highlighting the documents with highest representative value in each cluster (up to 0.01).

This example demonstrates that the co-clustering algorithm returns intuitively correct results for a

simple case.

Topic 1 Topic 2 Topic 3 Topic 4
nasa 0.21 horoscope 0.23 greek 0.24 �ction 0.21
lander 0.19 zodiac 0.23 ares 0.24 book 0.21
landing 0.19 astrology 0.23 god 0.24 mars 0.12
exploration 0.19 passion 0.20 mars 0.11 stars 0.06
mars 0.13 mars 0.12 science 0.03 science 0.05
missions 0.13 stars 0.11 nasa 0.03 nasa 0.03
science 0.11 science 0.03 book 0.03 astrology 0.03
book 0.02 nasa 0.03 �ction 0.03 missions 0.03
�ction 0.02 book 0.03 astrology 0.03 god 0.02
astrology 0.02 �ction 0.03 stars 0.03 ares 0.02
stars 0.02 missions 0.03 missions 0.03 greek 0.02
god 0.02 god 0.02 zodiac 0.02 zodiac 0.02
ares 0.02 ares 0.02 horoscope 0.02 horoscope 0.02
greek 0.02 greek 0.02 passion 0.02 passion 0.02
zodiac 0.02 lander 0.02 lander 0.02 lander 0.02
horoscope 0.02 landing 0.02 landing 0.02 landing 0.02
passion 0.02 exploration 0.02 exploration 0.02 exploration 0.02

Table 5.4: Terms' membership coef�cients in the four identi�ed topics.
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Topic 1 Topic 2 Topic 3 Topic 4
D2 0.178 D7 0.301 D9 0.380 D10 0.240
D4 0.163 D6 0.280 D8 0.380 D11 0.240
D3 0.163 D5 0.044 D12 3.71E-04 D12 0.126
D1 0.163 D12 0.004 D11 3.71E-04 D6 0.003
D12 0.007 D11 4.17E-04 D10 3.71E-04 D5 0.003
D11 0.001 D10 4.17E-04 D7 3.71E-04 D4 0.002
D10 0.001 D9 4.17E-04 D6 3.71E-04 D3 0.002
D9 0.001 D8 4.17E-04 D5 3.71E-04 D1 0.002
D8 0.001 D4 4.17E-04 D4 3.71E-04 D9 4.85E-04
D7 0.001 D3 4.17E-04 D3 3.71E-04 D8 4.85E-04
D6 0.001 D2 4.17E-04 D2 3.71E-04 D7 4.85E-04
D5 0.001 D1 4.17E-04 D1 3.71E-04 D2 4.85E-04

Table 5.5: Documents' membership coef�cients in the four identi�ed topics.

5.5 Topic Extension Algorithm

The previous techniques are applied in EXTENDER's topic extension algorithm. Becausere-

trieving and processinglarge numbers of Web pagesis costly, EXTENDER applies a lessexpensive

distillation phase, in which a seriesof queries is submitted to a search engine and only the informa-

tion that is readily available from the search results (e.g. title, “snippet” of text, url, Open Dir ectory

Project summary) is used to identify good topic descriptors and discriminators. After this prelimi-

nary step, the best topic descriptors and discriminators are used asquery terms in a searchphaseto

search for additional material on the Web. The new set of search results is �lter ed according to the

search context and then clustered to produce the next generation of arti�cial topics. The clustering

algorithm returns a pair of matrices (DC and DT) codifying term membership in a topic and docu-

ment membership in a topic. Thesetwo matrices areused to composethe new setof topics. During

iteration I, for eachtopic T š only terms Z‹• such that TC
�


>\8Š•�ø5

å!þ@ÿ

�

I � arepreserverd. Similarly , only

documents •• such that DC
�


>\8Š•�ø5

å�þ��

�

I � are associatedwith topic T š . Tables5.6and 5.7presenta

high-level description of this algorithm
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PROCEDURE EXTEN D-TOPIC

INPUT :
M : sourceconcept map
s: total number of iterations
q

Ù

, q � : number of queries submitted for distillation and search
n

Ù

, n � : number of results for eachdistillation and search query
OUTPUT:
A setof topics related to T

BEGIN
Topics[0]=

s

M z

for (i=0; i � s; i++)
do
Topics[i+1]= 3 .
for eachTopic T , Topics[i]
do
N = N EXT-GEN ERATION -OF-TOPICS(T, i,q

Ù

,q � ,n
Ù

,n � )
Topics[i+1]= Topics[i+1] � N

return Topics
END

Table 5.6:Pseudocodeof the topic extension algorithm.

This sectionhasdescribed the application of our theoretical framework in the design of EXTEN-

DER system. The component algorithms have been implemented in a robust prototype, and have

been evaluated individually with good results. In the next chapter, we report a set of controlled

studies to evaluate the techniques.
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PROCEDURE N EXT-GEN ERATION -OF-TOPICS

INPUT :
T: topic to extend
i: presentiteration
q

Ù

, q � : number of queries submitted for distillation and search
n

Ù

, n � : number of results per distillation and search queries
OUTPUT:
N: A new set of topics

BEGIN
//distillation
Use the terms Z‹• with highest •

�·ä

\8Š•� value to form �

Ù

queries
Submit the queries to a search engine and collect n

Ù

results
Use search result's “r eadily available information” to compute

�

�·ä

\8Š•� and Â

�

Š�\

ä

� for eachterm Z‹•

//search
Combine the terms Z‹• with highest Â

�

Š�\

ä

� value and the terms with
highest �

��ä

\‹Š•� value to form q � queries
Submit the queries to a search engine and collect n � document excerpts (Documents)
D = COM PUTE-TERM -DESCRIPTIVE-POWER-IN -DOCUM EN TS(Documents)
L = COM PUTE-TERM -D ISCRIM IN ATIN G-POWER-IN -DOCUM EN TS(Documents)

//�ltering
Only keep documents 

• such that ¥

�

Š�\

ä

���

å)ï

�	�

�

Only keep terms Z
• such that Â

�

Š�\

ä

�
�

å
î

���

� or �

��ä

\8Š•���

å
æ

�	�

�

//clustering
[DC,TC]= GEN ERATE-COH ESIVE-TOPICS(L,D)

//clean-up
For eachtopic T š only keep terms Z8• such that TC

�


>\‹Š•�ø5

å�þ@ÿ

For eachtopic T š only keep documents d• such that DC
�


>\‹Š•�ø5

å�þ��

Collect resulting topics into setN
return N

END

Table 5.7:Procedure for producing the next generation of topics.
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Evaluation

In chapter 1 we formulated a number of hypotheses that provide the basis for the methods

proposed in the last three chapters. The focus of this chapter is the empirical analysis of these

hypotheses. In order to evaluate our hypotheses we performed three experimental studies. One

of our studies involved the use of human subjects while the others consisted of semi-automatic

evaluations.

The �rst study examinesthe models discussedin section3.3.Thegoal of this study is to evaluate

how the topology of a concept map affects the human rating of keywor ds occurring in a concept

map. The statistical analysis for this experiment was performed by Thomas Reichherzer and the

results have been published in [Leake et al., 2004a]. The second study evaluates the theoretical

framework for topic generation discussed in section 4.2. The goal of this study is to examine the

performance of our methods for the dynamic extraction of topic descriptors and discriminators.

Theseresults appear in [Maguitman et al., 2004b]. Finally, our thir d study evaluatesEXTENDER's

topic extension algorithm in terms of global coherence,coverage and novelty. Theseevaluations

are reported in [Maguitman et al., 2004a].

114
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6.1 Effects of Structure on Term Importance

In this section we present a human-subject evaluation of the models discussed in section 3.3.

The purpose of this evaluation is to examine how the topology of a concept map affectsthe human

rating of the keywor ds occurring in the map. This study was completed with encouraging results

[Leake et al., 2004a], providing evidence for the following two hypotheses:

� Concepts that are closer to the root of a concept map are considered better descriptors of the

topic of the map.

� Conceptswith higher connectivity are considered better descriptors of the topic of the map.

To carry out this study human subjectswere �rst trained to familiarize themselveswith concept

maps. At the conclusion of the training phase, volunteers were presented with a sequenceof

simple concept maps and were asked to answer a series of questions. To answer each question

the participants had to decide, given two keywor ds from a concept map, which one plays a more

important role in describing the topic of a map. To analyze structure effects alone, we replaced

the concept labels in real conceptmaps with arti�cial keywor ds minimizing the impact of common

senseknowledge in the choicesmade by participants.

In addition to enabling us to evaluate the topology-based models, the inspection of the experi-

mental data led us to choosesuitable parameters for the CRD and HARD models both in terms of

the node's distance to the root and its connectivity.

Method

Twenty paid subjects,all students admitted to Indiana University , were recruited by postings

on electronic messageboards and bulletin boards for aone-hour experiment conducted on the Web.



6. Evaluation 116

The experiment was divided into a training phase (to familiarize participants with the study and

to provide background information on concept maps) and a test phase. In the training phase,par-

ticipants were given a brief description of concept maps and their applications, and then asked to

write a short summary of two concept maps from dif ferent domains. In the test phase, subjects

answered 56 questions about a total of 12 small concept maps (fewer than 15 conceptseach). The

maps weredesigned with controlled dif ferencesin their topological structureand layout, to investi-

gate the presenceor absenceof in�uences from particular types of changes(e.g.,changing position

of a node without affecting topology). Each question presenteda concept map and two concepts

selected from that map. Participants were asked to examine a map and to answer which of the

two conceptsbest described the map's topic, or whether both described it equally well. To allow

Figure 6.1:Example of a training question basedon a regular concept map.
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Figure 6.2:Example of a test question basedon a concept map with arti�cial terms.

participants to �rst practice decision making on regular concept maps, the �rst 2 of the 12 concept

maps used regular wor ds in the concepts. Figure 6.1 is an example of a question based on a reg-

ular concept map. In the remaining 10 maps, concept labels were replaced with arti�cial and only

responsesconcerning the latter 10 test maps were used in evaluating the models. An example of a

question basedon a concept map with arti�cial terms is presentedin �gur e 6.2.The useof arti�cial

terms as labels, the topological and layout changesbetween the concept maps, and randomization

of the order of options to answer a question wereall done to ensure that the participants made their

choice independently of the concept maps they have already examined.
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In�uence Signi�cant A. Test of Independence
distance to root concept yes

�! 

\�� �[y�˜��R�

 ��

’ ˜dy , �

�

˜�’ ˜��

concept connectivity yes
�� 

\�� �[y�˜u�A�

 ��

’ x

�

, �

�

˜�’ ˜��

map layout no
�! 

\�� �Gyu˜��R�[˜�’ vdx , �o5m˜�’ ˜��

dir ect,hub concept yes
�� 

\��Ê�[y�˜u�R�

�

’

�

y , �

�

˜�’ ˜��

dir ect,authority concept yes
�! 

\�� �Gyu˜��R�

 

�$’ ��v , �

�

˜�’ ˜��

indir ect,hub concept no
�! 

\�� �[y�˜��R�4x�’

�

x , �o5m˜�’ ˜��

indir ect,authority concept no
�! 

\�� �Gyu˜��R�[x�’

�

x , �o5m˜�’ ˜��

Table 6.1:Statistical evaluation of in�uences on concept importance.

The concept maps in the experiment were designed to test speci�c hypothesesabout the topo-

logical and layout factors that may in�uence subjects' evaluation of relevance of concepts to a

concept map's topic. Becausedomain knowledge is absent, evaluations had to rely entirely on

topology and layout.

Results

To test whether subjects' judgments of the importance of two concepts changed signi�cantly

from one map to another, we used a A. test of independence when comparing the subjects' selec-

tions from two dif ferent maps. Table 6.1 summarizes the statistical results, which are discussed

individually below.

Distance to root concept

To test the in�uence of distance to the root concept, subjectsevaluated two concept maps in which

the distance from a test concept to the root concept was changed from 2 to 1, by inserting an in-

termediate node. In a seriesof questions, subjectswere asked to compare importances of the test

concept,which was moved in the map's hierarchy, to the root conceptand neighboring conceptsof
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the moved concept. The results show that the root concept was considered most important com-

pared to the other concepts,and that the importance of the test concept increasedas it moved up

the hierarchy. The dif ferencesin the selection of the moved concept over its neighboring concepts

between the two concept maps were statistically signi�cant.

Connectivity of a concept

To test the in�uence of connectivity, we used two concept maps which dif fered by increasing a

test concept's connectivity—the number of incoming and outgoing connections to neighboring

concepts—from 1 in the �rst map to 6 in the second. Subjectswere asked to compare importances

of the test concept to the root conceptand the neighboring conceptsof the modi�ed concept. When

the test concept's connectivity was increased,participants favored it over neighboring concepts

and sometimes even over the root concept. All dif ferenceswere statistically signi�cant except for

the preferenceover the root concept.

Layout of a map

To test whether a dif ference in layout affects subject's selections, two concept maps were con-

structed with identical topology but substantially dif ferent layout. The layout changesprimarily

involved horizontal organization, but in one instance a single concept was moved from the center

right to the bottom left position. The questions asked for both layouts compared the concept that

changed its position to its neighboring concepts.The statistical evaluation revealed that the layout

changeshad no signi�cant affect on the concept ratings.
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Direct and indirect in�uences of hub and authority nodes in a map

To test the effects of dir ect and indir ect in�uences, a total of four concept maps were constructed

with strong hub and authority conceptsconnectedto other conceptsin the map. The resultsshowed

that hub and authority conceptshave an in�uence on the selectionof concepts,and that authorities

play a stronger role than hubs. However, the indir ect in�uence of either a hub or authority con-

cept on other concepts(when a hub or authority is indir ectly connected to a test concept) did not

signi�cantly affect concept importance.

Fitting the Models to the Data

A hill-climbing algorithm was used to determine the parameter settings for the CRD and the

HARD models which gave the best �t between the models and user data. Table 6.2 summarizes

the chosenparameter values, the root-mean-square error (RMSE)of user and model data, and the

cumulative error. The cumulative error is the percentageof the total questions (44 questions per

subject, involving the 10 test concept maps) for which the models determine dif ferent responses

from the subjects. To determine a model's preferencebetween two conceptsin a concept map, we

compared the model's importance values for the two nodes. The model was considered to treat

the conceptsasequally relevant when their relevancevalues were within a �xed threshold of each

other, for a threshold distance determined by hill-climbing. The last row of the table shows the

RMSEand the cumulative error for a baselinemodel. In this model eachconcept in a map is rated

equally important by assigning it a weight of 1.

The results show that the CRD model provides the best �t to the user data, followed by HARD

and PF. All models except the baselineagreewith more than 67%percent of the decisions reached
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Model Parametersfor BestFit RMSE Cumul.
�

�

6 / + Error
CRD 0.930 4.959 3.603 0.072 27.5%
HARD 0 2.235 1.764 0.1487 32.8%
PF N/A N/A N/A 0.170 27.8%
Baseline N/A N/A N/A 0.564 66.8%

Table 6.2:Summary of model parameters and RMSE.

by the participants, who were in a few casesstrongly divided in their vote for the best topic-

describing concepts. For the remaining 33%, in most casesthe models' predictions match the

decisions of some subjects. Only once for the CRD model, twice for the HARD model, and four

times for the PF model were model and user predictions entirely disjoint. Overall, CRD, HARD,

and PFperform better than the baselinemodel.

Further analysis of the best-�t parameters for the CRD and HARD models supports the im-

portance of nodes with many incoming connections. For the CRD model, nodes with incoming

connections are more relevant than nodes with outgoing connections becausetheir � is greater

than
�

. Similarly , for the HARD model, nodes that play the role of authorities are more important

than hub nodes.

Discussion

The reported experiments studied how topology and layout affect assessmentsof the impor -

tance of conceptswithin concept maps. They compared four candidate models which, using only

analysis of a map's topology, compute a weight for eachconcept in a map. The computed weights

provide an estimate of the importance of each concept as a descriptor of the topic of the map,

according to subjects' judgments of topic importance.

This study highlights the importance of topological information, and also suggeststhat speci�c
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layout does not have a signi�cant effect. It is also interesting to note that despite the importance

of topology, local information alone was suf�cient to account for the observed results. The CRD

model, which considersdistance from the root node and local connectivity, outperformed the more

sophisticated HARD model, which takes indir ect in�uences into account aswell.

The current experiment studied small conceptmaps and therefore the bestparameters reported

for the CRD and HARD model may not generalize to larger maps. However, theseresults suggest

that structure plays a surprisingly strong role, with structural information alone often suf�cient

to make high-quality predictions of human judgments of concept importance. Modeling such

judgments helps elucidate the knowledge captured in concept maps and aids the development

of intelligent support systemsto provide relevant material during concept mapping.

6.2 Dynamic Extraction of Topic Descriptors and Discriminators

from Unstructured Text-Data

It is relatively simple to evaluate the effectivenessof techniques for selecting good discrimina-

tors to useasquery terms. This canbedone by providing an approximate measureof the relevance

of the retrieved documents (e.g., by measuring the mean similarity between the retrieved docu-

ments and the source) and using that relevancemeasure to compare the performance of the new

technique against baseline techniques. In this section we report a controlled study to evaluate the

distillation method for query formation proposed in section 4.2. However, it is more dif �cult to

develop objective measures for evaluating term descriptive power. The study reported in section

6.1 provides evidence for the signi�cance of topological factors in human assessmentsof concept
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descriptive power in concept maps. Becausetopological factors are good predictors of human as-

sessmentsof concept descriptive power, they provide a good standard for evaluating the effective-

nessof techniques used to identify good topic descriptors—provided we have accessto a concept

map representation of the topic as a starting point. In our study we propose the use of existing

concept map libraries asdata for assessingterm descriptive power.

Evaluating the Descriptor Extraction Method

We took advantage of the �t of the PF model to human data to perform an indir ect evaluation

of the descriptor extraction method by means of concept maps. We decided to use the PF

model instead of the CRD or HARD models becausethe PF model is non-parameterized, but

still a good predictor of human assessmentsof concept descriptive power in concept maps. As

data we used the Mars 2001 knowledge model, a large multimedia knowledge model on Mars

(http://www .cmex.arc.nasa.gov), constructed entirely by NASA scientists using CmapTools

[Briggs et al., 2004]. The Mars 2001 knowledge model contains 118 concept maps and 3654

concepts. Our goal in this evaluation was to test if the descriptor extraction method discussed in

section 4.2was able to predict the weights assignedby the PFmodel.

We used each concept in a concept map to submit a query to GOOGLE (using the GOOGLE

Web API) and up to 20 results were collected for eachquery (approximately 600Web pageswere

collected for each concept map). The queries were constructed using all the terms in a concept

label, after stop-word �ltering and disregarding the topological role of the concept in the map. For

example, a concept with the label “Search for evidence of PastLife” was presentedto GOOGLE as

`searchAND evidenceAND pastAND life'. For eachconceptmap M in the Mars 2001projectwe tested if the

descriptor-extraction method was able to predict the topological term weighting suggestedby the

PF model. In order to do so, given a concept map M and a collection of retrieved Web pages,we
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computed the �

���

\�Z�� measure (de�ned in section 4.2)for eachterm in the collection. Resultswere

compared to a baselinemodel in which all terms in a map were assignedthe sameweight.

The RMSE between the PF model data and the descriptor-extraction method ( � ) was of 0.237

while the RMSEbetween the PFmodel and the baselinemodel was 0.824.Table6.3summarizes the

RMSEfor eachtest. In addition, the Pearsoncorrelation coef�cient between the PF model weight-

ing and that of the descriptor-extraction method was 0.42for 6901pairs, where the pairs contain

the PFand � weights of the terms found in the Mars 2001knowledge model. This result indicates a

statistically signi�cant correspondencebetween the two weighting schemes.Hence,by transitivity ,

the combination of this result with the results obtained in the human subject experiment reported

in section 6.1 suggestsa considerable correspondencebetween human judgments of concept de-

scriptive power and the data returned by the descriptor-extraction method. This correspondence

is encouraging for the hypothesis that the proposed method provides good predictions on the im-

portance of terms in describing a topic.

Model User Data � Baseline
PF 0.170 0.237 0.824

Table 6.3: Summary of RMSEof PFcompared to user data, � , and baseline.

As a sidenote, it is interesting to note that the Pearsoncorrelation coef�cient between the PF

model weighting and that of the discriminator -extraction method was only 0.01.This result re�ects

the fact that topology alone is not a very good predictor of term discriminating power, highlighting

the need to recognize descriptive power and discriminating power as separate notions of term

importance.
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Evaluating the Distillation Method

In order to test the distillation method for query formation, we used again the Mars 2001

knowledge model. For each map, a baseline static method and three dif ferent dynamic feature

selection methods were applied to select query terms. We use Inverse Map Frequency(IMF)

as the baseline static feature selection method. IMF is an adaptation of the IDF weighting

scheme[Salton and Yang, 1973], designed to measure the overall rarity of a term in a knowledge

model. Each term Z in a map was weighted as ��� ã

�

Z����Ã_badc

&��

 !" 

 !$#� , where
U

%

U

represents the

number of concept maps in the knowledge model (118for
%

= “Mars 2001”) and
U

%

e

U

stands for the

number of concept maps containing term Z . IMF was used to sort the terms occurring in a concept

map and to generate queries of incremental size, starting from a query of size 1 consisting of the

most highly weighted term and incrementally adding the next most highly weighted terms.

Thedynamic weighting schemesevaluated herearethreevariations on the framework for query

distillation proposed in section 5.5. We refer to these methods as Dynamic Basic(DB), Dynamic

Concept-Root(DCR), and Dynamic Concept-Root-Disjunction(DCRD). All three methods are based

on the algorithm discussed in section 5.5, but dif fer on how the queries are constructed for each

concept in a concept map. Consider a concept map with concept root whose label consistsof terms

&

&

\

&

.

\;’=’=’;\

&(' . Given a concept í with terms Z

&

\)Z

.

\=’;’=’;\�Z*) the threetypes of queries associatedwith í

are the following:

DB: Z

&
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.

AND ’;’=’ AND Z*) .
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&
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.
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.

OR ’=’;’ OR
&

' .

BecauseGOOGLE limits queries to 10wor ds, we truncated those queries that resulted in more than
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10 term occurrences.In our evaluation we constructed a query for eachconcept in a concept map

and considered up to 30 returned results per query. The search results associatedwith a concept

were divided into 3 sets of equal size. In a three-stageevaluation, we used one of the three sets

for query distillation and the other two for testing, rotating the roles of the setsat eachstage. For

eachstage,the distillation data was used to compute an approximation of the discriminating power

Â (discussed in section 4.2) of each term. Only the information readily available from the search

results (snippets, etc.) was used in the distillation phase. The query involving terms with highest

Â value was identi�ed as the mostpromisingquery, as done in the algorithm of section 5.5. To test

the query distillation method we selectedfrom the testing data the remaining two setsof returned

results (i.e., the search results not used for query distillation) associatedwith the most promising

query and used those setsfor performance analysis of the corresponding dynamic method.

To evaluate the performance of our methods, we took the full documents associatedwith the

returned results, and computed their mean similarity to the source concept map. Similarity was

measured as the proportion of novel terms (terms not in the query) in a retrieved document that

are also part of the sourcemap. Given a setQ of terms in a query, a setM of terms in a sourcemap,

and a set D containing the terms of a query result, the similarity of the query result to the source

map can be measured by:

Similarity +

�,�

\.-9\0/|�I�VU

�

-ÉW

�

�Aè1/

U

U

�

-2�

�

�Aè1/

U
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Measure 3$4,514�6,7�894	:.;<+ is an adaptation of the Jaccardcoef�cient. It computes the proportion of terms

in the source map or in a retrieved result that are in both the map and the retrieved result but are

not in the query. If the set of search results for a given query is empty, the value for that query is

considered to be 0.
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In order to control for query size when comparing the performance of the dynamic methods

against IMF, we set the size of the IMF queries to the number of terms occurring in the conjunctive

portion of the corresponding dynamic-method query.

Figures 6.3, 6.4, and 6.5 compares performance of the three dynamic methods to the IMF

method. Each concept map in the Mars 2001project corresponds to a trial and is representedby

a point. The point's horizontal coordinate corresponds to the average performance of IMF for

that case,while the vertical coordinate corresponds to the average performance of the dynamic

method. In this evaluation DB outperforms IMF in 74%of the cases,DCR outperforms IMF in 77%

of the cases,and DCRD outperforms IMF in 64%of the cases.In particular , there are several cases

in which queries formed using the IMF method resulted in no search results. This highlights one

of the main advantages of using a dynamic approach involving a distillation phase to discover

which are the most useful terms to use in a query. In Tables 6.4, 6.5 and 6.6 we present the mean

similarity con�dence interval resulting from each of the dynamic methods, and we compare it

against the mean similarity con�dence interval resulting from applying the IMF method with

query size adjusted aswe explained above. Thesecomparison tables show that the threedynamic

methods result in statistically signi�cant impr ovements over IMF.

Method N MEAN STDEV SE 95%C.I.
DB 118 0.2196 0.0645 0.0059 (0.2079,0.2311)
IMF 118 0.1627 0.1563 0.0144 (0.1345,0.1909)

Table 6.4: DB vs. IMF: con�dence intervals for the mean similarity to sourcemap.

Method N MEAN STDEV SE 95%C.I.
DCR 118 0.3111 0.0893 0.0082 (0.2950,0.3272)
IMF 118 0.1798 0.2037 0.0188 (0.1430,0.2165)

Table 6.5:DCR vs. IMF: con�dence intervals for the mean similarity to the sourcemap.
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Figure 6.3:Average similarity to sourcemap of documents retrieved using IMF vs. DB.

Method N MEAN STDEV SE 95%C.I.
DCRD 118 0.2498 0.0903 0.0083 (0.2335,0.2661)
IMF 118 0.1880 0.1955 0.0180 (0.1527,0.2232)

Table 6.6: DCRD vs. IMF: con�dence intervals for the mean similarity to the sourcemap.

Discussion

In this section we presented a semi-automatic evaluation of our framework for the dynamic

extraction of topic descriptors and discriminators. The reported results highlight the advantage of

using a dynamic distillation approach for query formation: Queries formed using terms that tend

to occur only in similar pages resulted in higher precision than queries that were formed using

terms with high IMF value.

The fact that the dynamic methods rely on the submission of a �rst round of queries (distillation

phase) to approximate a term's discriminating power suggeststhat they are lessef�cient than the
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Figure 6.4:Average similarity to sourcemap of documents retrieved using IMF vs. DCR.

static approaches.However, given that knowledge will be extended incrementally during the con-

cept mapping process,multiple rounds of queries will besubmitted in any case,and the generation

of second-round and subsequentqueries can signi�cantly bene�t from examining previous search

results,at a small additional cost.

During EXTENDER's �rst cycle, a term's descriptive power is obtained dir ectly from the topol-

ogy of the sourcemap. However, for subsequentiterations, when topics are compiled astopology-

freebags of terms, extracting good topic descriptors dynamically is important. When the system

presentsthe �nal generation of topics to the user, the topic descriptors are used to produce labels

for the suggestedtopics. The results reported in this section suggest that our methods for the dy-

namic extraction of topic descriptors aregood predictors of human assessmentsof term descriptive

power.

The evaluation presented in this section took a bottom-up approach, focusing on the ability
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Figure 6.5:Average similarity to sourcemap of documents retrieved using IMF vs. DCRD.

of EXTENDER to �nd good topic descriptors and discriminators at each step of its process. The

next section examinesEXTENDER's performance in the light of the desiderata for topic suggestion

discussedin section 5.2.

6.3 EXTENDER Global Coherence, Coverage and Novelty

The performance of EXTENDER is hard to assessin a controlled way becausethe usefulnessof

topic suggestions is highly subjective. In order to perform an objective test we evaluated whether

the system was able to generatearti�cial topics with content similar to hand-crafted ones. As the

hand-crafted topics, we used the set of concept maps in the Mars 2001knowledge model.

In our teststhe top-level conceptmap from the knowledge model was used asthe starting point

(corresponding the map under construction) and EXTENDER's topic extensionalgorithm was used
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to produce a collection of arti�cial topics, without accessto any of the other maps in the knowledge

model. As abaselinemethod for comparison we implemented a simple algorithm which constructs

queries using all the concepts from the same concept map EXTENDER used as a starting point,

submits them asqueries to the Google Web API, and clusters the results to generatetopics.

We expectedEXTENDER's mechanism to provide results with superior global coherence,nov-

elty, and coveragefor equal number of Web queries. The data obtained from this analysis is used

to test the following hypotheses:

� Using the search context to maintain the relationship between the setof generated topics and

the initial conceptmap helps to preserveglobal coherence,ensuring that the systemmaintains

its focus on topics relevant to the initial concept map.

� The use of the curiosity mechanism to incrementally search the Web increasesnovelty and

coverage compared to a baseline mechanism that generate the same number of queries di-

rectly from the originating knowledge model.

An evaluation basedon global coherenceand coverage requiresan operational de�nition of topic

relevance. Here, we consider the expert-generated Mars 2001topics as target topics, with the rele-

vance of a system-generatedtopic measured by the accuracywith which a system-generatedtopic

replicates an expert-generated topic. Note that the accuracy measure also provides an indication

of topic quality , becauseits results depend on the similarity between EXTENDER's topics and the

expert-generatedset,which we expect to be of good quality for the domain.

The measuresof accuracy, coherenceand coverageare formalized in the next section.
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Criterion Functions for Evaluating a Topic Generation Strategy

To measure global coherenceassumethat S �

s

&

&
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“‚z is a target set of relevant topics and

T �

s¹<

&

\=’;’=’=\

<

•�z is a set of topics generated by the topic-generation strategy under evaluation.

Similarity between topics
<�h

and &
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The Accuracy function measuresthe precision with which a given topic replicates some topic in a

given set of topics.

We use the Accuracy function to de�ne Global Coherence asfollows:
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The Global Coherence function measures the fraction of relevant topics that has been generated,

weighted with the level of accuracywith which relevant topics areactually generated. Thenotion of

global coherenceis a generalization of the IR notion of precision, and assuch, it has its limitations.

This criterion function can be maximized if the system generatesa single arti�cial topic identical

to somerelevant topic, which clearly doesnot guarantee acceptabletopic generation performance.

Hence, a coveragefactor must be intr oduced to favor topic-generation strategies that cover many

topics of a target set of relevant topics. To addressthis issue,we de�ne a criterion function able to

measure coverageasa generalization of the standard IR notion of recall:



6. Evaluation 133
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Becausenovelty is one of our desiderata for topic generation, we want to favor strategies that

produce relevant topics with a high number of novel terms. Consider the set � , containing the

terms of the originating topic, i.e., the knowledge model that is used as a starting point to search

for topics. We proposea modi�ed similarity measure re�ecting the proportion of novelterms(terms

not in the starting knowledge model) in a system-generatedtopic
<]h

that are also part of an &

• from

a set of relevant topics:
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The accuracy function can be rewritten in terms of the new similarity function, to measure the

precision with which a given topic replicatessome topic in the given set,disregarding those terms

that are in the starting knowledge model:
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We use this accuracy function to de�ne a measure of global coherencethat accountsfor novelty:
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Analogously, the coveragemeasure can be re-statedas
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Parameter Settings

EXTENDER's methods depend on parameters such asthe number of iterations (generations of

topics), the number of queries submitted from the source concept map and from each generated

topic, the maximum number of topic descendantsfor eachtopic, the starting and stopping thresh-

olds for curiosity mechanisms and the similarity threshold for merging topics. This results in a

large parameter space. In practice, however, pragmatic concernsfor the interface, such as the de-

sire for rapid responseand low memory use,suggestconstraining some parameters. Accordingly ,

our tests limited the number of generations to 4, the number of queries from each topic to 20 for

distillation and 10 for search, and the number of topic descendantsat eachstageto 8.

Experimental Results

We �rst analyzed the performance of EXTENDER as a function of the number of iterations.

The test was performed for 1, 2, 3 and 4 iterations. For eachnumber of iterations our evaluation

involved 48 trials, with dif ferent settings for EXTENDER's parameters. Table 6.7 and �gur e 6.6

summarize the highest performances attained by EXTENDER in each of the cases. We observed

that in general three iterations appears suf�cient to generate a rich variety of topics with the sys-

tem responsetime kept below 20 seconds. A smaller number of iterations signi�cantly decreases

coverageof novel material, while it usually increasesglobal coherence.

When comparing the performance of EXTENDER against the baseline, we set the number of
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Number of Global Coverage Global Coherence Coverage
Iterations Coherence (Novel Material) (Novel Material)

1 0.371428 0.039718 0.666667 0.053158
2 0.193281 0.057206 0.502954 0.143117
3 0.177684 0.059784 0.433845 0.264514
4 0.171254 0.059856 0.422741 0.269998

Table 6.7: Highest performance for EXTENDER's topic generation algorithm as a function of the
number of iterations.
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Figure 6.6: Highest performance for EXTENDER's topic generation algorithm as a function of the
number of iterations.

EXTENDER's iterations to 3 and the number of queries for the baseline to the total number of

queries submitted by EXTENDER. For each trial, EXTENDER and the baseline method used the

samesimilarity threshold and method for merging topics.

Figures6.7and 6.8compare the performance of EXTENDER's topic generation algorithm to the

baseline method in terms of global coherenceand coverage. Figures 6.9 and 6.10present a com-

parison between EXTENDER and the baselinemethod that also accounts for novelty. A particular
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setting correspondsto a trial and is representedby a point. The point's horizontal coordinate corre-

sponds to the performance of EXTENDER for that case,while the vertical coordinate corresponds

to the performance of the baseline method. In Tables 6.8, 6.9, 6.10,and 6.11 we present the mean

con�dence interval resulting from computing the performance criterion functions for EXTENDER

and the baseline method. Thesecomparison tables show that EXTENDER results in statistically

signi�cant impr ovements over the baselinemethod.

Table 6.12summarizes the parameter settings for EXTENDER's highest performance according

to each of the criterion functions used for this evaluation. Becauseof the pragmatic concerns

mentioned earlier, the number of queries from each topic was limited to 20 for distillation and

10for search and the maximum number of topic descendantsat eachstagewas set to 8. In all cases

the highest performance was obtained when EXTENDER used the maximum number of queries

for distillation and search. The highest performance in terms of global coherenceand coveragewas

achieved when the number of topic descendantsat eachstagewas set to 4 and 8 respectively. We

also searched for the bestvalues for parameter � used in the co-clustering algorithm for computing
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The search was made for � taking the values 0.25,1, 4 and 8. The highest performance was con-

sistently achieved for � �£y . Similarly , we searched for the best value for parameter � used in the

computation of ó�ô ù$ú•÷

�

Š�\��!� , the representationvalue of a document 
• in the topic of term Z
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Again the analysis was made for values 0.25,1, 4 and 8. In this casethe highest performance for



6. Evaluation 137

global coherenceresulted from � �

 

, while the highest performance for coveragewas achieved for

� �Gy . We also searched for the beststarting and stopping threshold parameters used in the curios-

ity mechanismsfor the survival of descriptors and discriminators and for �ltering documents. The

search spacewas limited to values between 0 and 0.4.The results presentedin table 6.12show that

higher thresholds favor global coherencewhile lower thresholds favor coverage. This agreeswith

our expectations: if only closely related material is collected, then the system will be able to main-

tain its focus on relevant topics. On the other hand, if more terms and documents are collected,

then coverageincreases.
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Figure 6.7: EXTENDER Global Coherencevs. BaselineGlobal Coherence.

Method N MEAN STDEV SE 95%C.I.
EXTENDER 48 0.082 0.043 0.006 (0.069,0.094)

Baseline 48 0.037 0.024 0.003 (0.03,0.044)

Table 6.8:Con�dence intervals for the mean global coherenceof EXTENDER and baseline.
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Figure 6.8:EXTENDER Coveragevs. BaselineCoverage.

Method N MEAN STDEV SE 95%C.I.
EXTENDER 48 0.05 0.009 0.001 (0.047,0.052)

Baseline 48 0.02 0.005 0.001 (0.02,0.022)

Table 6.9:Con�dence intervals for the mean coverageof EXTENDER and baseline.

Discussion

In this section we performed an objective test for evaluating the performance of EXTENDER's

topic generation strategy. We proposed a set of criterion functions for evaluating topic generation

in terms of global coherence, novelty and coverage. A performance evaluation through these

criterion functions requires accessto a target set of relevant topics. In our scenario, generating

new topics from Web searches, we do not have accessto a prede�ned set of relevant topics. In

order to provide an approximation of the set of relevant topics we used an expert-generated set of

concept maps on Mars as our “gold standard”. As a consequence,the notion of relevant topic is
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Figure 6.9:EXTENDER Global Coherencevs. BaselineGlobal Coherence(Novel Material.)

Method N MEAN STDEV SE 95%C.I.
EXTENDER 48 0.267 0.05 0.007 (0.253,0.281)

Baseline 48 0.101 0.085 0.012 (0.077,0.125)

Table 6.10:Con�dence intervals for the mean global coherenceof EXTENDER and baselineconsid-
ering novel material only.

de�ned relative to our corpus of topics representedby conceptmaps in the Mars knowledge model.

Despite the fact that our evaluation is only partial, our testsprovide substantial evidence showing

that EXTENDER's approachsigni�cantly outperforms a baselineat recovering topics closeto those

of an expert's hand-coded knowledge model.

When we analyzed the relationship between parameter settings and EXTENDER's results we

noticed that dif ferent parameter settings favor dif ferent aspectsof EXTENDER's performance. For

example, higher thresholdsfor the curiosity mechanism favor global coherencewhile lower thresh-

olds favor coverage.Therefore,theseparameterscould beadjusted, depending on whether the goal
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Figure 6.10:EXTENDER Coveragevs. BaselineCoverage(Novel Material.)

Method N MEAN STDEV SE 95%C.I.
EXTENDER 48 0.116 0.059 0.008 (0.099,0.132)

Baseline 48 0.019 0.009 0.001 (0.017,0.022)

Table 6.11: Con�dence intervals for the mean coverage of EXTENDER and baseline considering
novel material only.

is to focus on topics more or lesssimilar to the user's current topic. Theseresults shed light on sev-

eral issues,helping us to impr ove the design of both EXTENDER's algorithm and EXTENDER's

interface.
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Parameter Global Coherence Global Coherence Coverage
Coverage (Novel Material) (Novel Material)

Queries for distillation 20 20 20 20
Queries for search 10 10 10 10
Topic Descendants 4 8 4 8
Value of K in LNM OGPRQ 4 4 4 4
Value of S in LTM U@VGQ 1 4 1 4
Starting threshold for å

æ 0.1 0 0.1 0
Stopping threshold for å

æ 0.2 0.1 0.2 0.1
Starting threshold for å

î 0.1 0 0.1 0
Stopping threshold for å

î 0.2 0.1 0.2 0.1
Starting threshold for å

ï 0.2 0.1 0.2 0.1
Stopping threshold for å

ï 0.4 0.2 0.4 0.2

Table 6.12:Bestparameters for EXTENDER's topic generation algorithm.
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Conclusions

7.1 Review

An important question in knowledge management is how to determine the information to cap-

ture and how to capture it. In traditional views, knowledge capture may be seen primarily as

acquiring knowledge that exists within the expert. In this dissertation we have presentedmeth-

ods for supporting an alternative approach, “knowledge extension,” based on the premise that a

knowledge model evolves from coordinated processesof knowledge acquisition and knowledge

construction. In this view, it is crucial to support experts' construction of new knowledge as they

extend existing knowledge models. This dissertation has addressedtheseneeds by studying and

evaluating methods that use information automatically extracted from a knowledge model under

construction to search the Web for novel but relevant topics. Using these methods, we have de-

veloped EXTENDER, a support tool that starts from a concept map and automatically produces

a set of suggestions for topics to include, proactively supporting users as they extend knowledge

models.

142
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Searching the Web to support knowledge extension presentsnew challenges.This search prob-

lem requires:

� Methods that can identify terms that best describe the user's context. In this dissertation,

we have proposedthreemodels of the in�uence of conceptmaps' topology on concept impor -

tance. EXTENDER applies topological analysis to the starting knowledge model to identify

an initial set of terms that are good descriptors of the user's current concept map. Our ex-

perimental studies show that the models used by EXTENDER to identify good descriptors in

concept maps are good predictors of human-assessmentsof concept importance.

� Search methods for the dynamic extraction of good topic representatives. We have pro-

posed a framework for the dynamic extraction of topic descriptors and discriminators to aid

information search in the context of a knowledge model under construction. In this frame-

work, we representthe relationships between terms and documents using hypergraphs and

study a seriesof dual notions that re�ect interesting properties of terms and documents. Our

framework suggeststhat terms are good topic descriptors if they occur often in documents

similar to the topic, while terms are good discriminators if they occur primarily in similar

documents. EXTENDER dynamically extracts topic descriptors and discriminators for query

formation and term-weight reinforcement. Experimental studies described in this disserta-

tion indicate a considerable correspondencebetween human judgments of concept descrip-

tive power and the results returned by our descriptor-extraction methods. Our evaluations

also indicate that the proposed methods for the extraction of topic discriminators result in

statistically signi�cant impr ovement over traditional approacheswhen applied to the task of

retrieving material similar to the current context.

� Searchmethods that can identify candidate topics with the right balance of relevance and

novelty . EXTENDERsearchesfor novel but related topics through an iterative processof Web
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search, context-based�ltering, and clustering. This dissertation proposescriterion functions

for measuring the coverageand globalcoherenceof a topic generation strategy. Thesecriterion

functions are a natural adaptation of the commonly used measures of precision and recall

to the topic generation scenario. The evaluations based on coverage and global coherence

reported in this work show that EXTENDER's methods result in statistically signi�cant im-

provements over a baseline method at recovering novel topics close to those of an expert's

hand-coded knowledge model. Data collected during these evaluations has been used to

tune-up EXTENDER's methods and to design a user interface to easily adapt the methods to

individual needs.

7.2 Broader Applicability

EXTENDER has been developed as part of a knowledge modeling support system within the

framework of CmapTools. However, the generality of the proposed algorithms makes them appli-

cable to a broad classof tasks:

� Going beyond previously captured information. EXTENDER's task is an instanceof a more

general one: to suggest material that is novel but related to a user's context. Search engines

are more appropriate than this kind of suggesterwhen the user knows what to seekand how

to seekit. However, sometimes a system may need to go beyond the known user desires,to

automatically form suitable queries and �nd what might be useful for the user. This kind of

system can reveal similarities that were not previously apparent and presenta “big pictur e”

that can give the user a broader understanding of the current task.

� Augmenting the user's memory. The Webis a rich collective memory repository. A suggester

system that incrementally searchesthis repository to �nd material that is useful to the user's
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current task can act asa memory augmentation aid. By an associationof similarities, this aid

can help users (1) remember information, (2) assure that areas relevant to the current task

have beenconsidered, and (3) pursue new dir ections.

� Automatic query re�nement. BecauseWeb search enginesrestrict queries to a small number

of terms (e.g.,the 10-term limit for Google),human-generated queriescannot re�ect extensive

contextual information. For human-generated queries, users frequently decide, based on

initial results, to re�ne subsequentqueries. If contextual information is available, part of the

query formation and re�nement processcanbe automated using techniques proposed in this

dissertation. Our methods for the dynamic extraction of topic descriptors and discriminators

are not restricted to concept maps but are applicable to any form of textual representation.

� Finding good index terms. Good topic descriptors can be identi�ed by searching for terms

that occur often in documents similar to the given topic. As shown in chapter 3, human

assessmentsof term descriptive power in a topic are in good correspondencewith this notion.

Becausethe best descriptors for a topic are the most commonly used terms in the context of

that topic, it is reasonableto expectthem to bethe sameterms people will usewhen searching

for material on that topic. Therefore, our techniques for �nding good topic descriptors can

be applied to the generation of indices. Our techniques enable a document on a topic to be

indexed under terms that are good descriptors for that topic, even when the terms are absent

from the document.

7.3 Further ResearchAvenues

This research work opens up many research avenues:
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� Implementing a non-real time topic suggester. One of the most important characteristicsof

EXTENDER is its ability to provide suggestions to the user on real time. To achieve this, EX-

TENDER reliesentirely on Google to search the Web for topics and usesonly the information

readily available from the search results (e.g.,snippets) to generatesuggestions—it does not

crawl the Web or parsedocuments. An alternative approachwould perform a more intensive

and careful analysis, by collecting links associatedwith initial search results,and performing

dif ferent kinds of content and link analysis on the collected pages.This alternative approach

would help to identify topically coherent subgraphs in the Weband would alsoenablea more

informed decision-making to �lter documents and terms. While such an approach may not

be worth pursuing in practice for implementing a usable tool—long delays on topic sugges-

tions would make the use of EXTENDER less attractive—it could provide some interesting

new insight on the topic extraction and extension problem. In addition, a non-real time topic

suggestercould be useful for certain off-line analysis tasks (e.g.,it could provide support for

building topical indices).

� Exploiting semantic information sources. EXTENDER operation could be extended to take

advantage of several semantic information sources available on the Web. For instance, it

could greatly bene�t from information available on hand-coded topic dir ectory services(e.g.

Dmoz or the Yahoo Web site dir ectory). Dir ectory services usually include an ontology of

topics that can be used to identify similar topics and similar pages. This kind of similar -

ity, usually called semantic similarity , is extremely valuable becauseit comes dir ectly from

human hand-coded classi�cations. EXTENDER methods could be augmented, to search on

dir ectory services for topics similar to a user's context, as well as additional semantically

related material.
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� Integrating EXTENDER with lexical databases.Curr ently, EXTENDER methods rely on ex-

act term matching. An area of futur e research is the use of WordNet or similar electronic

lexical databasesto enable the system discover a wider range of relevant topics using infor -

mation on synonyms.

� End-to-end human-subjects evaluation. User studies that dir ectly test the usefulness of

EXTENDER suggestedtopics during the knowledge model extension processcould help us

to further re�ne our methods. However, a study based on monitoring the user interaction

with EXTENDER would be insuf�cient to test the ability of EXTENDER to provide useful

suggestions.On many occasionsEXTENDER's suggestionscould jog the user's memory and

help the user pursue new dir ections, even when the suggested topics are not selected for

inclusion.

7.4 Concluding Remarks

Capturing expert knowledge is an essentialcomponent of the knowledge managementprocess.

In light of the dif �culties in capturing knowledge through traditional knowledge engineering pro-

cesses,it is important to facilitate the knowledge captureprocessthrough methods that allow more

dir ect and natural interaction between system and user.

The research presented in this dissertation combines aspectsof knowledge acquisition with

knowledge construction, for a knowledge extension approach to knowledge management. By

searching the Web, EXTENDER provides a tremendous resourcefor the knowledge modeling pro-

cess.

Tools enabling experts to dir ectly capture their own knowledge, augmented with intelligent
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support, hold great promise for transforming how users capture new knowledge, re�ne old con-

ceptualizations, and seek to better understand a domain. We hope the methods proposed in this

work provide a solid basefor further studies into this new, fascinating and important area.
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2000:Combining interoperability and �exibility . In ProceedingsofEKAW 2000.

[Oyama et al., 2001] Oyama, S.,Kokubo, T., Ishida, T., Yamada, T., and Kitamura, Y. (2001). Key-

wor d Spices:A new method for building domain-speci�c Web search engines. In IJCAI, pages

1457–1466.



BIBLIOGRAPHY 174

[Paley et al., 1997] Paley, S.M., Lowrance, J.D., and Karp, P. D. (1997).A generic knowledge-base

browser and editor. In AAAI/IAAI , pages1045–1051.

[Pant et al., 2004] Pant, G., Srinivasan, P., and Menczer, F. (2004). Crawling the Web. In Levene,

M. and Poulovassilis, A., editors, WebDynamics:Adaptingto Changein Content,Size,Topologyand

Use. Springer-Verlag.

[Pazzani et al., 1996] Pazzani, M. J.,Muramatsu, J.,and Billsus, D. (1996). Syskill & Webert: Iden-

tifying interesting Web sites. In AAAI/IAAI, Vol. 1, pages54–61.

[Pirolli et al., 1996] Pirolli, P., Pitkow, J.,and Rao,R. (1996).Silk from a sow's ear: Extracting usable

structures from the Web. In Proc.ACM Conf.Human Factorsin ComputingSystems,CHI. ACM

Press.

[Pitkow and Pirolli, 1997] Pitkow, J.and Pirolli, P. (1997). Life, death, and lawfulness on the elec-

tronic frontier. In ProceedingsoftheSIGCHIconferenceonHumanfactorsin computingsystems, pages

383–390.ACM Press.

[Puerta et al., 1992] Puerta, A. R., Egar, J.,Tu, S.,and Musen, M. (1992). A multiple-method shell

for the automatic generation of knowledge acquisition tools. KnowledgeAcquisition, 4:171–196.

[Quillian, 1968] Quillian, M. R. (1968). Semanticmemory. In Minsky, M., editor, SemanticInforma-

tion Processing, pages216–270.MIT Press.

[Raghavan and Garcia-Molina, 2003] Raghavan, S. and Garcia-Molina, H. (2003). Representing

Web graphs.

[Randall et al., 2001] Randall, K., Stata, R., Wickremesinghe, R., and Wiener, J. (2001). The link

database:Fastaccessto graphs of the Web.



BIBLIOGRAPHY 175

[Resnick et al., 1994] Resnick,P., Iacovou, N., Suchak,M., Bergstorm, P., and Riedl, J.(1994).Grou-

pLens: An Open Ar chitecture for Collaborative Filtering of Netnews. In ProceedingsofACM 1994

Conferenceon ComputerSupportedCooperativeWork, pages175–186,Chapel Hill, North Carolina.

ACM.

[Resnick and Varian, 1997] Resnick,P. and Varian, H. R. (1997).Recommendersystems. Communi-

cationsof theACM, 40(3):56–58.

[Rhodes,1997] Rhodes, B. (1997). The wearable remembrance agent: A system for augmented

memory. In PersonalTechnologiesJournalSpecialIssueonWearableComputing,PersonalTechnologies,

volume 1, pages218–224.

[Rhodes and Starner, 1996] Rhodes,B. and Starner, T. (1996). The remembranceagent: A continu-

ously running automated information retrieval system. In TheProceedingsofTheFirst International

ConferenceonThePracticalApplicationof Intelligent AgentsandMulti AgentTechnology(PAAM '96),

pages487–495,London, UK.

[Rhodes,2000] Rhodes,B. J.(2000).Margin notes: Building a contextually aware associativemem-

ory. In TheProceedingsof theInternationalConferenceon Intelligent UserInterfaces(IUI '00).

[Rhodes et al., 1999] Rhodes, B. J., Minar , N., and Weaver, J. (1999). Wearable computing meets

ubiquitous computing: Reaping the best of both worlds. In TheProceedingsof TheThird Interna-

tional SymposiumonWearableComputers(ISWC'99), SanFrancisco,CA.

[Rijsbergen, 1979] Rijsbergen, C. J.V. (1979).InformationRetrieval. Butterworth-Heinemann.

[Roschet al., 1976] Rosch,E., Mervis, C., Gray, W., Johnson,D., and Boyes-Braem,P. (1976). Basic

objectsin natural categories.CognitivePsychoogy, 8:382–439.



BIBLIOGRAPHY 176

[Rucker and Polanco,1997] Rucker, J.and Polanco,M. J.(1997). Siteseer:personalized navigation

for the Web. Communicationsof theACM, 40(3):73–76.

[Rumelhart and Norman, 1988] Rumelhart, D. E. and Norman, D. A. (1988). Representation in

memory. In Steven's handbookofexperimentalpsychology, volume 2, pages511–587.Wiley.

[Ruspini, 1969] Ruspini, E. H. (1969). A new approach to clustering. Information and Control,

15(1):22–32.

[Salberet al., 1999] Salber, D., Dey, A. K., and Abowd, G. D. (1999).The context toolkit: Aiding the

development of context-enabled applications. In CHI, pages434–441.

[Salton, 1963] Salton, G. (1963). Associative document retrieval techniques using bibliographic

information. Journalof theACM (JACM), 10(4):440–457.

[Salton, 1989] Salton, G. (1989).AutomaticTextProcessing. AddisonW esley.

[Salton and Buckley, 1988] Salton, G. and Buckley, C. (1988). Term weighting approachesin auto-

matic text retrieval. InformationProcessingandManagement, 24(5):513–523.

[Salton and Yang, 1973] Salton, G. and Yang, C. (1973). On the speci�cation of term values in

automatic indexing. JournalofDocumentation, 29:351–372.

[Saracevic,1995] Saracevic,T. (1995).Evaluation of evaluation in information retrieval. In Proceed-

ingsofSIGIR, pages138–146.

[Schaferet al., 1999] Schafer, J. B., Konstan, J. A., and Riedi, J. (1999). Recommender systems in

e-commerce. In ACM ConferenceonElectronicCommerce, pages158–166.

[Schankand Abelson, 1977] Schank,R. and Abelson, R. (1977). Scripts,plans,goalsandunderstand-

ing. Lawr enceErlbaum Associates,Hillside, NJ.



BIBLIOGRAPHY 177

[Schanket al., 1986] Schank, R. C., Collins, G. C., and Hunter , L. (1986). Transcending inductive

category formation in learning. BehavioralandBrain Sciences, 9:639–686.

[Schlimmer and Hermens, 1993] Schlimmer, J. C. and Hermens, L. A. (1993). Software agents:

Completing patterns and constructing user interfaces. Journalof Arti�cial IntelligenceResearch,

1:61–89.

[Schreiber and Wielinga, 1993] Schreiber, G. and Wielinga, B. (1993).KADS and conventional soft-

ware engineering. In KADS - A PrincipledApproachTo KnowledgeBasedSystemDevelopment. Aca-

demic Press.

[Sebastiani,2003] Sebastiani,F. (2003).Text categorization. In Zanasi, A., editor, TextMining andits

Applications. WIT Press,Southampton, UK. Invited chapter. Forthcoming.

[Selker, 1994] Selker, T. (1994). COACH: a teaching agent that learns. Communicationsof theACM,

37(7):92–99.

[Shardanand and Maes,1995] Shardanand, U. and Maes, P. (1995). Social information �ltering:

Algorithms for automating “wor d of mouth”. In ProceedingsofACM CHI'95 ConferenceonHuman

Factorsin ComputingSystems, volume 1, pages210–217.

[Shneiderman, 1992] Shneiderman, B. (1992). Designing the User Interface: Strategiesfor Effective

Human-ComputerInteraction. Addison-W esley.

[Shortlif fe, 1976] Shortlif fe, E. H. (1976). ComputerBasedMedicalConsultations:MYCIN . American

Elsevier, New York.

[Sibson,1973] Sibson,R. (1973).SLINK: An optimally ef�cient algorithm for the single-link cluster

method. TheComputerJournal, 16(1):30–34.



BIBLIOGRAPHY 178

[Silverman, 1992] Silverman, B. G. (1992).Survey of expert critiquing systems:practical and theo-

retical frontiers. Communicationsof theACM, 35(4):106–127.

[Skuceand Lethbridge, 1995] Skuce, D. and Lethbridge, T. (1995). CODE4: a uni�ed system for

managing conceptual knowledge. InternationalJournalofHumanComputerStudies, 42(4):413–451.

[Smith, 1977] Smith, D. C. (1977). Pygmalion:A ComputerProgramto Modeland StimulateCreative

Thought. Birkhauser, Basel.

[Smyth and McClave, 2001] Smyth, B. and McClave, P. (2001). Similarity vs. diversity . In Proceed-

ingsof the4th InternationalConferenceonCase-BasedReasoning.Vancouver, Canada.

[Sowa, 1984] Sowa, J.F. (1984). ConceptualStructures: InformationProcessingin Mind andMachine.

Addison-W esley.

[Srinivasan et al., 2004] Srinivasan,P., Menczer, F., and Pant,G. (2004).A generalevaluation frame-

work for topical crawlers. InformationRetrieval(Toappear).

[Srivastava et al., 2000] Srivastava,J.,Cooley, R.,Deshpande,M., and Tan, P.-N. (2000).Web usage

mining: discovery and applications of usagepatterns from Webdata. ACM SIGKDD Explorations

Newsletter, 1(2):12–23.

[Staabet al., 2000] Staab,S.,Angele, J.,Decker, S.,Erdmann, M., Hotho, A., Maedche, A., Schnurr,

H., Studer, R., and Sure, Y. (2000).AI for the Web—ontology-based community Web portals. In

AAAI-2000, Menlo Park, USA. MIT Press.

[Stan�ll and Waltz, 1986] Stan�ll, C. and Waltz, D. (1986).Toward memory-based reasoning. Com-

municationsof theACM, 29(12):1213–1228.

[Steels,1990] Steels,L. (1990).Components of expertise. AI Magazine, 11(2):28–49.



BIBLIOGRAPHY 179

[Suchman, 1987] Suchman, L. A. (1987). PlansandSituatedActions. Cambridge University Press,

Cambridge.

[Suel and Yuan, 2001] Suel,T. and Yuan, J.(2001).Compressingthe graph structure of the Web. In

DataCompressionConference, pages213–222.

[Sure et al., 2002] Sure, Y., Staab,S.,and Angele, J. (2002). OntoEdit: Guiding ontology develop-

ment by methodology and inferencing. In Proceedingsof theInternationalConferenceonOntologies,

Databasesand Applicationsof Semantics(ODBASE 2002), University of California, Irvine, USA.

Springer, LNCS.

[Sutherland, 1963] Sutherland, I. (1963). Sketchpad: a man–machine graphical communication

system. In Proceedingsof theSpringJointComputerConference,IFIPS, pages329–346.

[Swartout et al., 1991] Swartout, W., Paris, C., and Moore, J. D. (1991). Design for explainable

expert systems. IEEEExpert, 6(3):58–64.

[Terveen et al., 1997] Terveen, L., Hill, W., Amento, B., McDonald, D., and Creter, J. (1997).

PHOAKS: a system for sharing recommendations. Communicationsof theACM, 40(3):59–62.

[Terveen and Wroblewski, 1990] Terveen, L. G. and Wroblewski, D. A. (1990). A collaborative in-

terface for editing large knowledge bases.In ProceedingsofAAAI , pages491–496,Boston.

[Thomas and Fischer, 1997] Thomas, C. G. and Fischer, G. (1997). Using agents to personalize the

Web. In Proceedingsof the 2nd international conferenceon Intelligent user interfaces, pages 53–60.

ACM Press.

[Tulving, 1972] Tulving, E. (1972). Episodic and semantic memory. In Organizationof Memory.

Academic Press.

[Tversky, 1977] Tversky, A. (1977).Featuresof similarity . PsychologicalReview, 84(4):327–352.



BIBLIOGRAPHY 180

[Van Dyke et al., 1999] Van Dyke, N. W., Lieberman, H., and Maes, P. (1999). Butter�y: a

conversation-�nding agent for internet relay chat. In Proceedingsof the 4th international confer-

enceon Intelligent userinterfaces, pages39–41.ACM Press.
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