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PDAs, Chomsky’s Hierarchy

In this assignment, “construct directly a PDA” means that no auxiliary stack

symbols are used other than the bottom-marker. This implies that you cannot con-

struct your PDA by converting a CFG to it.

Unless otherwise stated, ΣΣΣ will denote the alphabet {a,b}{a,b}{a,b}.

1. (20%) For each of the following statements about languages L, M, R ⊆ Σ∗L, M, R ⊆ Σ∗
L, M, R ⊆ Σ∗

determine whether it is always true, and justify your answer.

(i) If LLL is CF and RRR regular, then L − RL − RL − R is CF.

Solution. True. The complement R̄̄R̄R of RRR must be regular, and so

L − R = L ∩ R̄L − R = L ∩ R̄L − R = L ∩ R̄ must be CF, as the intersection of a CFL and a regular

language.

(a) If RRR is regular and LLL CF, then R − LR − LR − L is regular.

(b) If RRR and R′R′R′ are regular and LLL is CF then (R · L) ∪ (R′ · L)(R · L) ∪ (R′ · L)(R · L) ∪ (R′ · L) is CF.

A. For a string w ∈ {a, b, #}∗w ∈ {a, b, #}∗w ∈ {a, b, #}∗ let w#w#w# be the initial substring of www through the

first occurrence of ###, if there is one. For example, if w = baa#aba#aw = baa#aba#aw = baa#aba#a then

w# = baa#w# = baa#w# = baa# and if w = abbw = abbw = abb then w# = abbw# = abbw# = abb. For a language L ⊆ {a, b, #}∗L ⊆ {a, b, #}∗L ⊆ {a, b, #}∗

define L# =df {w# | w ∈ {a, b, #}∗ }L# =df {w# | w ∈ {a, b, #}∗ }L# =df {w# | w ∈ {a, b, #}∗ } .

Show that if LLL is a CFL then so is L#L#L#.

Solution. Given a CFL LLL consider a PDA PPP recognizing LLL, with fff as

accepting state. We may assume that fff is a terminal state, i.e. there are no

transitions of the form f σ (α→β)
−−−−−→ qf σ (α→β)
−−−−−→ qf σ (α→β)
−−−−−→ q. Let P #P #P # be the PDA PPP with each

transition of the form q # (α→β)
−−−−−→ pq # (α→β)
−−−−−→ pq # (α→β)
−−−−−→ p replaced by q # (α→β)

−−−−−→ fq # (α→β)
−−−−−→ fq # (α→β)
−−−−−→ f . Then P #P #P # is

a PDA that recognizes L#L#L#. So L#L#L# is a CFL.



B.
(i) Construct directly a PDA that recognizes the language L = {ai

c(ab)i | i > 0}.L = {ai
c(ab)i | i > 0}.L = {ai
c(ab)i | i > 0}.

Solution. LLL is recognized by the following PDA MMM . MMM pushes ababab’s

on the for each consecutive aaa it reads. On reading ccc MMM switches to a

phase that pops an aaa for every aaa read and a bbb for each bbb read.

With states {s, q, p0, p1, f}{s, q, p0, p1, f}{s, q, p0, p1, f}, sss being initial and fff accepting, the transition

rules are:

s
ǫ (ǫ→$)

−−−−→ qs
ǫ (ǫ→$)

−−−−→ qs
ǫ (ǫ→$)

−−−−→ q

q
a (ǫ→a)

−−−−→ qq
a (ǫ→a)

−−−−→ qq
a (ǫ→a)

−−−−→ q

q
c (ǫ→ǫ)

−−−−→ p0q
c (ǫ→ǫ)

−−−−→ p0q
c (ǫ→ǫ)

−−−−→ p0

p0
a (a→ǫ)

−−−−→ p1p0
a (a→ǫ)

−−−−→ p1p0
a (a→ǫ)

−−−−→ p1

p1
b (ǫ→ǫ)

−−−−→ p0p1
b (ǫ→ǫ)

−−−−→ p0p1
b (ǫ→ǫ)

−−−−→ p0

p0
ǫ ($→$)

−−−−→ fp0
ǫ ($→$)

−−−−→ fp0
ǫ ($→$)

−−−−→ f

(ii) The obvious CFG GGG to generate LLL is S → aS ab | cS → aS ab | cS → aS ab | c. Convert GGG into

another PDA that recognizes LLL .

Solution. With initial state sss and accepting state fff :

s
ǫ (ǫ→S$)

−−−−−→ qs
ǫ (ǫ→S$)

−−−−−→ qs
ǫ (ǫ→S$)

−−−−−→ q

q
ǫ (S→aSab)

−−−−−−−→ qq
ǫ (S→aSab)

−−−−−−−→ qq
ǫ (S→aSab)

−−−−−−−→ q

q
ǫ (S→c)

−−−−→ qq
ǫ (S→c)

−−−−→ qq
ǫ (S→c)

−−−−→ q

q
a (a→ǫ)

−−−−→ qq
a (a→ǫ)

−−−−→ qq
a (a→ǫ)

−−−−→ q

q
b (b→ǫ)

−−−−→ qq
b (b→ǫ)

−−−−→ qq
b (b→ǫ)

−−−−→ q

q
ǫ ($→ǫ)

−−−−→ fq
ǫ ($→ǫ)

−−−−→ fq
ǫ ($→ǫ)

−−−−→ f

2. (20+20%)

(a) Construct directly a PDA that recognizes the language

L = {ap+q
b

q
c

p | p, q > 0}.L = {ap+q
b

q
c

p | p, q > 0}.L = {ap+q
b

q
c

p | p, q > 0}.

(b) Define a CFG that generates LLL , and then convert it into another PDA NNN

that recognizes LLL, different from the one in (a).

3. (20%) For this problem read the revised slides for Chomsky’s Hierarchy.

Let LLL be the language L = {ap
b

q
c

p
d

q | p, q > 0 }L = {ap
b

q
c

p
d

q | p, q > 0 }L = {ap
b

q
c

p
d

q | p, q > 0 } . Show that LLL is context-

sensitive.

[Hint: Define a non-contracting grammar that generates LLL, using the same ap-

proach as the one used for a
n
b

n
c

n
a

n
b

n
c

n
a

n
b

n
c

n in the slides.]
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